Mastering Research Statistics

CHUA YAN PIAW

2nd Edition

McGraw Hill
Professor Chua Yan Piau completed this second edition of *Mastering Research Statistics* while on sabbatical at the University of Sussex. Having worked as a teacher and researcher in the social sciences for many years, there are students and colleagues who, for reasons of lack of opportunity, confidence or research interests, have not engaged in quantitative analysis of research data. As such, high quality and clear textbooks (like this book) that can be used by novice quantitative researchers are essential. For those with more experience in this area, it is still always important to have such a textbook as *Mastering Research Statistics* on hand for reference purposes or to refresh their memory.

Gillian Hampden-Thompson, PhD  
Professor of Education  
Head of the School of Education and Social Work  
University of Sussex, UK

*Mastering Research Statistics, 2nd Edition*, is a practical guide for those who are directly involved in research. It covers basic research statistics which can be used as teaching and learning tool for courses related to research at both undergraduate and post-graduate levels. This book can also be used as a reference by researchers when they are conducting and reporting their research. Not only does *Mastering Research Statistics, 2nd Edition*, introduce readers to methods of conducting research, it helps them to easily understand the entire research process, including designing the research instrument, data entry and data analysis, and reporting the results.

Explanations about the concepts of research, especially the research design, measurement and format of research reports, are simplified to help readers at all levels of English proficiency better understand what they are reading. Exercises are provided at the end of each chapter to help readers reinforce their understanding of the topics covered in the chapter.

In addition, a new chapter titled “An Introduction to Data Analysis with Structural Equation Modeling” has been added to this edition. It not only introduces the basic concepts of SEM analysis, but also provides examples of SEM research and step-by-step data analysis methods using AMOS and SmartPLS.
Mastering Research Statistics

Second Edition

McGraw Hill
To

Bok Kai Wa
Yee Pei, Wan Xin and Jing Xin
who are the main sources of my happiness
and

to the memory of my parents
Chua Yan Piaw is a professor at the Institute of Educational Leadership, Faculty of Education, University of Malaya, Malaysia, where he teaches research methods and statistics courses. He worked as a research statistics consultant from 2010 to 2015 at the Unit for the Enhancement of Academic Performance, UM, which was set up to increase the percentage of academic staff with PhD qualification. He has also supervised 22 PhD students until graduation between 2008 and 2018.

His book series, "Research Methods and Statistics", book 1 to book 5 with 62 chapters, is listed among McGraw Hill's Top 10 Bestselling Titles in Malaysia. A book in the series, "Mastering Research Methods, Second Edition" was awarded the 2018 Book Publication Award by the University of Malaya. He is an author, reviewer and editorial board member of Web of Science ISI journals (Social Science Citation Index). He was awarded the 2017 and 2018 Outstanding Journal Reviewer Award and the 2016 Excellent Reviewer Award by Elsevier for his contribution in reviewing journal articles of a Tier 1 ISI Journal, that is, the Computers in Human Behavior Journal in the Thomson Reuters Social Science Citation Index. He has published books in various fields, including creative and critical thinking, multiple intelligence, educational leadership, arts education, chemistry, science and calligraphy.

He has won six gold medal awards at various international invention and innovation expos and is also the winner of five gold medals awarded at World Peace Painting and Calligraphy Exhibitions.

In addition, he was a speaker for more than 100 research methods and data analysis (using AMOS, SPSS and SmartPLS) workshops. From 2015 to 2017, he was invited by the Institute of Graduate Studies to conduct 38 data analysis workshops (a duration of 14 hours each) for postgraduate students at the Universiti of Malaya with the aim of enhancing their data analysis skills under the upskill programme. Between 2015 and 2016, he was invited by the National Sports Institute of Malaysia to conduct 12 statistics workshops for biomechanics, nutritionists and psychologists to enhance their data analysis and report writing skills.
The desire to write a research book arose when I was working as a facilitator for a 12-week research course for lecturers. For two years, off-duty hours and what was supposed to be family time were spent planning and writing this book.

During the writing process, I was both the author and reader. As the author, I tried to write the book professionally, to provide valid, reliable, up-to-date, useful and practical information to the readers. Then I read my own writing in the way would somebody with little knowledge of research. After playing the roles of author and reader and rewriting and rereading the manuscript, the book was finally completed.

Those who are directly involved in the field of research will find this book useful. It is appropriate to be used as the teaching and learning material for courses which are related to research statistics at all undergraduate and post-graduate levels. This book can also be used as a reference by researchers when they are conducting and reporting their research.

Explanations about the concepts of research, especially the design, measurement, data analysis with SPSS and report of analysis, are simplified to help readers of all levels better understand what they are reading. Concepts are explained in detail with examples and text-related illustrations to enable readers to carry out confidently each stage of the research process. Exercises are provided at the end of each chapter to help readers reinforce their understanding of the topics covered in the chapter.

In this second edition, a new chapter titled “An Introduction to Data Analysis with Structural Equation Modeling” has been added. It not only introduces the basic concepts of SEM analysis, but also provides examples of SEM research and step-by-step data analysis methods using AMOS and SmartPLS. Those who are doing structural equation modeling studies will find this chapter a user-friendly guide for SEM data analysis.

I hope readers at all levels will be able to benefit fully from this book in their efforts to realise their aims and hopes through research activities and self-development in this era of globalisation.

Never ever give up!

Chua Yan Piaw
ACKNOWLEDGEMENTS

There were many individuals who played important roles during my efforts to make this book a reality. I would like to thank the following:

- The publisher, McGraw-Hill Education (Malaysia), for publishing this book.

- Possessor Gillian Hampden-Thompson; the host of my sabbatical at the University of Sussex, UK (for eight months), who has given me opportunity and encouragement in the process of completing this book.

- The manuscript reviewers namely, Associate Professor Dr. Abdul Hadi Harman Shah (National University of Malaysia), Professor Dr. Hong Kian Sam (University of Malaysia, Sarawak), Associate Professor Dr. Halimah Awang (University of Malaya), Associate Professor Dr. Rusli Ahmad (University of Malaysia, Sarawak) and Professor Ira E. Bogotch (Florida Atlantic University, USA). Their sincere and relevant suggestions and comments have helped me in perfecting the contents of this book.

- Professor Dr. Sharifah Mohd Nor, Professor Dr. Othman Mohamed, Professor Dr. Kamariah Abu Bakar and Associate Professor Dr. Rohani Ahmad Tarmizi (all of whom are from Universiti Putra Malaysia) who have motivated and led me into the world of research.

- My wife Bok Kai Wa whose moral support, suggestions and humorous stories greatly encouraged me in the writing of this book. I would also like to thank my three princesses Yee Pei, Wan Xin and Jing Xin, who are my sources of motivation.
Finally, I would like to thank everyone else who has contributed directly and indirectly to the production of this book. Thank you very much.

Chua Yan Piaw

**COMMENTS AND RESPONSES**

The author welcomes comments and responses from readers. Please send them to: yanpiaw@gmail.com or chuapp@um.edu.my. Thank you.
PART 1—The Two Types of Research Statistics

Chapter 1  Descriptive Statistics  3
Chapter 2  Inferential Statistics and the Significance Test  37

PART 2—Qualitative Data Analysis

Chapter 3  Qualitative Research Design and Data Analysis  63

PART 3—Quantitative Data Analysis

Chapter 4  Data Preparation for the SPSS Program  133
Chapter 5  Reliability Statistics for Research Instruments  164
Chapter 6  Chi-square Tests  184
Chapter 7  T-tests  217
Chapter 8  Anova Tests  254
Chapter 9  Correlation Tests  291
Chapter 10  Multiple Regression Analysis  336
Chapter 11  Multiple Responses Analysis  367

PART 4—The Format for Writing Research Reports

Chapter 12  Reporting Quantitative Data Analysis Results  415
PART 5—Structural Equation Modeling  429

Chapter 13  An Introduction to Data Analysis with Structural Equation Modeling  431

References  513
Appendices  515
Index  526
# CONTENTS

_Dedication_ iii

_About the Author_ iv

_Preface_ v

_Acknowledgements_ vi

## PART 1—The Two Types of Research Statistics 1

### CHAPTER 1 DESCRIPTIVE STATISTICS 3

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Descriptive Statistics: Describing the Characteristics of a Variable</td>
<td>6</td>
</tr>
<tr>
<td>B. Measuring the Central Tendency</td>
<td>7</td>
</tr>
<tr>
<td>1. Mean</td>
<td>7</td>
</tr>
<tr>
<td>2. Median</td>
<td>8</td>
</tr>
<tr>
<td>3. Mode</td>
<td>10</td>
</tr>
<tr>
<td>C. Measuring Dispersion</td>
<td>11</td>
</tr>
<tr>
<td>1. Range</td>
<td>11</td>
</tr>
<tr>
<td>2. Standard Deviation</td>
<td>12</td>
</tr>
<tr>
<td>3. Variance</td>
<td>14</td>
</tr>
<tr>
<td>4. Using the SPSS program for descriptive statistics</td>
<td>15</td>
</tr>
<tr>
<td>D. Standardising Data</td>
<td>18</td>
</tr>
<tr>
<td>1. Proportion</td>
<td>18</td>
</tr>
<tr>
<td>2. Percentage</td>
<td>19</td>
</tr>
<tr>
<td>3. Percentage of Change</td>
<td>21</td>
</tr>
<tr>
<td>4. Rate</td>
<td>22</td>
</tr>
<tr>
<td>5. Ratio</td>
<td>23</td>
</tr>
<tr>
<td>6. Using the SPSS program to obtain the ratio value</td>
<td>24</td>
</tr>
<tr>
<td>E. Normal Distribution</td>
<td>24</td>
</tr>
<tr>
<td>1. Leptokurtic Distribution and Platykurtic Distribution</td>
<td>29</td>
</tr>
</tbody>
</table>
## CHAPTER 2  INFERENTIAL STATISTICS AND THE SIGNIFICANCE TEST  

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. Bimodal Distribution and Polymodal Distribution</td>
<td>30</td>
</tr>
<tr>
<td>3. Z score</td>
<td>31</td>
</tr>
<tr>
<td>F. Exercises</td>
<td>35</td>
</tr>
<tr>
<td><strong>A.</strong> Relationship between Variables</td>
<td>38</td>
</tr>
<tr>
<td><strong>B.</strong> Stating the Null Hypothesis and the Research Hypothesis in</td>
<td>38</td>
</tr>
<tr>
<td>Inferential Statistics</td>
<td></td>
</tr>
<tr>
<td><strong>C.</strong> Significance Tests</td>
<td>41</td>
</tr>
<tr>
<td>1. Errors in Testing the Null Hypothesis</td>
<td>45</td>
</tr>
<tr>
<td>2. The Importance of Rejecting and Not Rejecting the Null Hypothesis</td>
<td>47</td>
</tr>
<tr>
<td>3. Explaining the Meaning of the Significance Test</td>
<td>48</td>
</tr>
<tr>
<td>4. Direction in a Significance Test</td>
<td>55</td>
</tr>
<tr>
<td><strong>D.</strong> Basic Criteria in Selecting Statistical Tests</td>
<td>57</td>
</tr>
<tr>
<td><strong>E.</strong> When Is the Significance Test Not Needed?</td>
<td>59</td>
</tr>
<tr>
<td>1. Every Subject in the Population Is a Respondent</td>
<td>59</td>
</tr>
<tr>
<td>2. Non-probability Sampling Procedure Is Used</td>
<td>60</td>
</tr>
<tr>
<td><strong>F.</strong> Exercises</td>
<td>60</td>
</tr>
</tbody>
</table>

## PART 2—Qualitative Data Analysis  

## CHAPTER 3  QUALITATIVE RESEARCH DESIGN AND DATA ANALYSIS  

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A.</strong> Qualitative Research Designs</td>
<td>64</td>
</tr>
<tr>
<td>1. Grounded Theory Design</td>
<td>65</td>
</tr>
<tr>
<td>2. Ethnographic Design</td>
<td>68</td>
</tr>
<tr>
<td>3. Narrative Design</td>
<td>69</td>
</tr>
<tr>
<td>4. Phenomenological Design</td>
<td>71</td>
</tr>
<tr>
<td>5. Historical Design and Case Study Design</td>
<td>72</td>
</tr>
<tr>
<td><strong>B.</strong> Qualitative Data Analysis Methods</td>
<td>72</td>
</tr>
<tr>
<td>1. The Typology Method</td>
<td>72</td>
</tr>
<tr>
<td>2. The Domain Analysis Method</td>
<td>73</td>
</tr>
<tr>
<td>3. The Grounded Theory Analysis Method</td>
<td>77</td>
</tr>
<tr>
<td>4. The Quasi-Statistical Analysis Method</td>
<td>79</td>
</tr>
<tr>
<td>5. The Event Analysis Method</td>
<td>80</td>
</tr>
<tr>
<td>6. The Matrix Analysis Method</td>
<td>81</td>
</tr>
<tr>
<td>7. The Hermeneutical Analysis Method</td>
<td>81</td>
</tr>
<tr>
<td>8. The Content Analysis Method</td>
<td>81</td>
</tr>
<tr>
<td><strong>C.</strong> The Process of Qualitative Data Analysis</td>
<td>82</td>
</tr>
<tr>
<td>1. Preparing the Data for Analysis</td>
<td>84</td>
</tr>
<tr>
<td>2. Transcribing the Data</td>
<td>84</td>
</tr>
<tr>
<td>3. Coding the Data</td>
<td>86</td>
</tr>
<tr>
<td>4. Enumeration of Data</td>
<td>88</td>
</tr>
<tr>
<td><strong>D.</strong> Presenting the Data</td>
<td>90</td>
</tr>
<tr>
<td>1. Network Diagrams</td>
<td>90</td>
</tr>
</tbody>
</table>
## Chapter 4: Data Preparation for the SPSS Program

### A. Quantitative Data Analysis

### B. Preparing Data for the SPSS Program

### C. Steps for Entering the Data into the SPSS Data Editor

### D. Transferring Data from Microsoft Word to SPSS

### E. Transforming Data Using the Compute Operation

### F. Normality Test for Data Distribution
   - 1. Steps in Identifying Data Normality
   - 2. Examining Normality Test Results

### G. Presenting Descriptive Data

### H. Exercises

## Chapter 5: Reliability Statistics for Research Instruments

### A. Reliability in Quantitative Research

### B. The Test-retest Reliability Method
   - 1. Test-retest Reliability Analysis Using the SPSS Program
   - 2. Steps in Analysing Test-retest Reliability Using the SPSS Program
   - 3. Results of the Analysis
C. The Split-half Internal Consistency Reliability Method 171
   1. Analysis of the Split-half Reliability Method Using the SPSS Program 172
   2. Steps in Analysing the Split-half Reliability Test Using the SPSS Program 173
   3. Results of the Analysis 175
D. The Cronbach's Alpha Internal Consistency Method 176
   1. Analysis of Reliability through the Cronbach's Alpha Reliability Method Using the SPSS Program 177
   2. Steps in Analysing the Cronbach's Alpha Internal Consistency Reliability Method Using the SPSS Program 178
   3. Results of the Analysis 180
E. Exercises 182

CHAPTER 6  CHI-SQUARE TESTS 184

A. Two Types of Chi-square Tests 185
B. The Chi-square Goodness-of-Fit Test 188
   1. Calculation of the Chi-square Goodness-of-fit Test 193
   2. Analysis of Chi-square Goodness-of-fit Test Using the SPSS Program 194
   3. Test Results 198
C. The Chi-square Test of Independence 199
   1. Calculation of Chi-square Test of Independence 201
   2. Analysis of Chi-square Test of Independence Using the SPSS Program 203
   3. Test Results 210
D. The Contingency Table 212
E. Exercises 215

CHAPTER 7  T-TESTS 217

A. Four Types of T-tests for T Distribution 218
B. Independent Samples T-test 219
   1. Calculation for the Independent-samples T-test 220
   2. Analysis for the Independent-samples T-test Using the SPSS Program 223
   3. Test Results 227
C. Paired-samples T-test 228
   1. Calculation for the Paired-samples T-test 229
   2. Paired-samples T-test Analysis Using the SPSS Program 234
   3. Test Results 237
D. Matched-samples T-test 238
   1. Matched-samples T-test Analysis Using the SPSS Program 238
   2. Test Results 241
E. One-sample T-test 242
   1. Calculation of the One-sample T-test 243
CHAPTER 8  ANOVA TESTS

A. Functions of the ANOVA Test  256
B. The One-way ANOVA Test  257
C. Requirements of the ANOVA Test  260
D. One-way ANOVA Test for Between-groups Difference  261
   1. The Between-groups One-way ANOVA Test Calculation  262
   2. The Between-groups One-way ANOVA Test Analysis Using the SPSS Program  265
   3. Test Results  269
   4. Reporting the Test Results  272
E. One-way ANOVA Test for Repeated Measures  272
   1. Calculation for One-way Repeated-measures ANOVA Test  274
   2. The One-way Repeated-measures ANOVA Test Analysis Using the SPSS Program  278
   3. Test Results  285
   4. Reporting the Test Results  287
F. Other Significant Difference Tests  288
   1. Two-way ANOVA Test  288
   2. MANOVA Test  288
   3. MANCOVA Test  288
G. Exercises  289

CHAPTER 9  CORRELATION TESTS  291

A. The Relationship between Variables  291
   1. Identify the Dependent and Independent Variables in the Relationship  291
   2. Determine the Measurement Scales for Variables in the Relationship  293
   3. Conduct an Analysis on the Relationship between the Variables  293
B. The Correlation Coefficient  293
C. The Pearson Correlation Test: Analysing Correlation between Interval/Ratio Scale Data  295
   1. Determining the Relationship Equation through Graph Sketching  297
   2. Determining the Relationship Equation through the Calculation Method  300
   3. Calculating the Pearson Correlation Coefficient  302
   4. Reporting the Correlation Coefficient  306
   5. Analysing the Correlation between Variables Using the SPSS Program  308
   6. Analysing Inter-correlations between Variables  310
   7. Analysing Inter-correlations among Variables Using the SPSS Program  312
D. The Spearman's Rho Correlation Test: Analysing Correlation between Two Sets of Ordinal Scale Data
   1. Calculation of the Spearman's Rho Test 316
   2. Analysis of the Spearman's Rho Test by Using the SPSS Program 319
   3. Results of the Spearman's Rho Test 320
   4. Reporting the Results 320
E. The Cramer's V Correlation Test: Analysing Correlation between Two Sets of Nominal Scale Data
   1. Calculation of the Cramer's V Correlation Coefficient 323
   2. Analysis of the Cramer's V Correlation Using the SPSS Program 327
   3. Results of the Analysis 330
   4. Reporting the Result of the Analysis 331
F. Exercises 332

APTER 10 MULTIPLE REGRESSION ANALYSIS 336
A. The Concept of the Multiple Regression Test 337
B. Four Multiple Regression Procedures 339
   1. The Backward Solution Procedure 339
   2. The Forward Solution Procedure 340
   3. The Stepwise Solution Procedure 340
   4. The Enter Procedure 340
C. Data Analysis Using the Multiple Regression Test 341
   1. Calculation for the Multiple Regression Test 342
   2. Results of the Analysis 347
   3. Reporting the Results 347
D. Multiple Regression Analysis Using the SPSS Program 348
   1. Steps in Data Analysis Using the SPSS Program 348
   2. Results of the Analysis 351
   3. Reporting the Analysis Results 352
E. Exercises 362

APTER 11 MULTIPLE RESPONSES ANALYSIS 367
A. The Multiple Responses Analysis 369
B. Examples of Data Analysis Using the Multiple Responses Analysis 369
   Example 1 370
      1. Data Analysis Using Multiple Responses Analysis 373
      2. The Results of the Multiple Responses Analysis 379
      3. Reporting the Research Results 381
   Example 2 382
      1. Data Analysis Using the Multiple Responses Analysis 385
      2. The Results of the Multiple Responses Analysis 391
      3. Reporting the Research Results 394
C. Making a Comparison Using the Multiple Responses Analysis 394
   1. Steps for Making a Comparison Using the Multiple Responses Analysis 394
10. Tenth Step: Reporting Significance of the Paths in the Structural Model 469
11. Final Step: Reporting Results of Hypothesis Testing 472

F. Things to Do in Data Analysis Using AMOS 475
1. Checking Collinearity of the Measurement Items 475
2. Checking for Normality of the Dependent Variable 475
3. Analysing the Measurement Model 475
4. Analysing Model Fit 475
5. Testing the Hypotheses 476
6. Reporting and Discussing the Findings 476

G. Variance-Based SEM Analysis 476

H. Reflective Model and Formative Model 477

I. Validity and Reliability in Variance-Based SEM Analysis 478
1. Validity 478
2. Reliability 480

J. Example 2 481

K. Procedure of Variance-Based SEM Analysis 483
1. First Step: Convert Sav Data to Csv Data 483
2. Second Step: Importing the Data into SmartPLS and Drawing the Hypothesised Model 484
3. Third Step: Analysis for Multicollinearity of Measurement Items 490
4. Fourth Step: Analysing Validity and Reliability of Measurement Models 491
5. Fifth Step: Analysing the Structural Model for Effects among Latent Variables 499
6. Sixth Step: Analysing Effect Size of Each Independent Variable 504
7. Seventh Step: Analysing Predictive Relevance (Q²) of the Hypothesised Model 505
8. Final Step: Reporting the Results of Variance-based SEM Analysis 507

L. Conclusion 509

M. Exercises 510

REFERENCES 513

APPENDICES 515

1. Areas Below the Normal Distribution Curve 515
2. Critical Values for the Chi-square Test 517
3. Critical Values for the T Distribution 518
4. Critical Values for the F Distribution 520
5. Critical Values for the Pearson R Correlation Test 522
6. Critical Values for the Spearman’s Rho Correlation 524

INDEX 526
PART 1

THE TWO TYPES OF RESEARCH STATISTICS

Part 1 consists of two chapters.

CHAPTER 1 discusses DESCRIPTIVE STATISTICS which are used to directly describe the characteristics of a variable in a population.

CHAPTER 2 discusses INFERENTIAL STATISTICS AND THE SIGNIFICANCE TEST which describes the characteristics of the variable in a population based on characteristics of the sample.
Quantitative research deals with numbers and statistics. It is important for a researcher to understand the concept of statistics before analysing his data. Without a knowledge of statistics, it will be hard to analyse, understand and describe the data collected. There are two types of statistics: descriptive statistics and inferential statistics.
Structural Equation Modeling (SEM) is recently popular in social sciences research. It is an important data analysis technique especially in social sciences, education, business and economic studies, as well as in certain fields of medical studies.

Dear professor, can my stress model with hundreds of direct and indirect factors be applied to the population?
(1) The motivation measurement model
(2) The thinking style measurement model
(3) The creativity measurement model

![Diagram](image)

**Figure 13.3:** Three measurement models

Each measurement model has **three components**. For example, the motivation measurement model has:

(a) the **latent variable**, Motivation, in the large circle
(b) three **measurement items (or indicators)** in rectangular boxes
(c) three **measurement errors** in small circles, labelled as $e_7$, $e_8$ and $e_9$

### b. Single-headed Arrows

There are three **single-headed arrows** pointing to the three measurement items from the latent variable **Motivation**, each with the value .85 (Intrinsic), .84 (Extrinsic) and .76 (Social). The values are **loadings** of the latent variable motivation on its three measurement items. The loadings indicate **convergent validity** of the items in measuring the concept of motivation. A measurement item should have a loading of $\geq .50$. Any measurement item that has a loading of $< .50$ is considered less valid in terms of convergent validity because the latent variable motivation can only explain less than 25% of the variance of the indicator; thus, the indicator can be deleted from the measurement model if deleting it does not affect the overall concept of motivation based on theory. [The above loading value is based on the benchmark of the covariance-based SEM model; for variance-based SEM, the loading should be $\geq .70$.]
5. **Fifth Step: Analysing the Hypothesised Model**

**Steps**

1. Click the “Analysis Properties” ( méthodologie ) icon. Select Output and then tick the box “Standardised estimates” and “Squared multiple correlations”. Then close the Analysis Properties dialog box.
AMOS suggested the model fit be improved by connecting the external factors (measurement errors) e3 and e4 with a **double-headed arrow**. Then the chi-square value would be reduced by at least **19.175** (M.I. = 19.175).

Click the **“Calculate estimates”** icon to run the analysis on the model again. The output of the modified hypothesised model is indicated in Figure 13.6.

**Figure 13.6**: Results of covariance-based SEM analysis
7. To draw the **single-headed arrows** from the three independent latent variables **Education’s impact**, **Parents’ influence** and **Peers’ pressure** to the dependent latent variable **Moral value practices**, click the **Connect** button. Then draw the single-headed arrows. The SEM model is now ready for analysis.
5. Click on the indicator **education5** and press the **Delete** key on the computer keyboard to remove it from the model.

6. Repeat steps 1 to 3 to perform the **Consistent PLS Bootstrapping** analysis. The output shows that all indicators achieve **convergent validity** in terms of loadings (all loadings > 0.70, p < .05).
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