A hybrid approach to building face shape classifier for hairstyle recommender system
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Abstract

Identifying human face shape is the first and the most vital process prior to choosing the right hairstyle to wear according to guidelines from hairstyle experts, especially for women. This work presents a novel framework for a hairstyle recommender system that is based on face shape classifier. This framework enables an automatic hairstyle recommendation with a single face image. This has a direct impact on beauty industry service providers. It can simulate how the user looks like when she is wearing the chosen hairstyle recommended by the expert system. The model used in this framework is based on Support Vector Machine. The framework is evaluated on hand-crafted, deep-learned (VGG-face) features and VGG-face fine-tuned version for the face shape classification task. In addition to evaluating these individual features by a well-designed framework, we attempted to fuse these three descriptors together in order to improve the performance of the classification task. Two combination techniques were employed, namely: Vector Concatenation and Multiple Kernel Learning (MKL) techniques. All the hyper-parameters of the model were optimised by using Particle Swarm Optimisation. The results show that combining hand-crafted and VGG-face descriptors with MKL yielded the best results at 70.3% of accuracy which was statistically significantly better than using individual features. Thus, combining multiple representations of the data with MKL can improve the overall performance of the expert system. In addition, this proves that hand-crafted descriptor can be complementary to deep-learned descriptor.
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1. Introduction

Which hairstyles should we wear? It is one of the toughest questions that we usually ask ourselves whenever we want to change to a new style or enhance our existing look at a hair salon. In altering hairstyle, we have to bear in mind that there is no perfect cut for everyone. You may experience a disastrous situation if you choose a very nice hairstyle that you like from a magazine and then try it without consulting with a beauty expert (ZergNet, 2017). According to a beauty expert’s guidelines, the face shape can be divided into five groups, namely: round, oval, oblong, square, and heart shapes, each of which has a set of suitable hairstyles. To enable automated recommendation of hairstyle, we first need to define these human face shapes by basic geometry together with some decision rules, then a set of suitable hairstyles can be listed for a specific shape. There are clear guidelines that match an individual face shape with the characteristics of some suitable hairstyles (Derrick, 2017; Hong, 2013).

According to the aforementioned process, the primary issue is to invent an effective face shape classifier. Recently, Sunhem & Pasupa have proposed an approach to solve the issue (Sunhem & Pasupa, 2016). Their approach was inspired by many classifying methods with a similar root concept but for different purposes (Bansode & Sinha, 2016; Li, So, Shin, & Han, 2013; Sarakon, Charoenpong, & Charoensiriwath, 2014). Our recent technique has an ability to classify women’s face shapes into five groups according to expert guidelines. The approach mainly relies on representative features that can be calculated from a set of key landmark points on a human face. These points can be obtained by an Active Appearance Model (AMM), and a Colour-based Skin Segmentation. In this paper, we refer to these representative features as “Geometric feature”. This feature is a type of hand-crafted feature that is extracted by particular image processing techniques such as AAM and object detection. In our previous experiment, the geometric feature was evaluated by Linear Discriminant Analysis.
Support Vector Machine (SVM), and Artificial Neural Network. The results show that SVM in conjunction with Radial Basis Function (RBF) kernel was the best contender.

In addition, there is another type of feature adopted in a wide range of research called “deep-learned feature” which is generated by deep machine learning algorithms such as Convolutional Neural Network (CNN) in the field of image analysis (Fukushima & Miyake, 1982). CNN is one of the most popular deep learning models because of its ability to automatically extract image features from a raw data set. It is usually used as an image classifier. Notwithstanding, it can also perform as a feature extractor by ignoring the inference layers. In Deng et al. (2009), Sharif Raza-vian, Azizpour, Sullivan, and Carlsson (2014), Girshick, Donahue, Darrell, and Malik (2014), they utilised a deep feature extractor based on the effective transfer learning practice—a use of the model’s architecture with its pre-trained parameters from other similar tasks—that has performed well. In general, a customised feature extractor is likely to yield a better performance. Therefore, rather than using just the pre-trained model, some of these studies put more effort into developing the model by further exploiting a fine-tuning strategy on the pre-trained model. This can be done by tuning the model with their data set with a small number of iterations. There was an attempt to evaluate CNN—training from scratch—for face shape classification in our previous work (Pasupa & Sunhem, 2016). Unfortunately, the deep architecture performed poorly without supplementing with regularisation techniques compared to shallow models, i.e. ANN and SVM, due to the small number of training samples. However, when a regularisation technique—dropout—was used, the deep architecture was competitive to the shallow models.

Although deep learning algorithms enable us to automatically obtain most of the possible discriminative features, a hand-designed one built from a specific-domain expert can provide more generalised features and avoid the over-fitting problem of the model. In order to preserve the advantages of both features, researchers have proposed approaches to combining them. Recently, Majtner et al. attempted to combine deep-learned feature with RSurf—a hand-crafted feature—on a Melanoma classification task (Majtner, Yildirim-Yayilgan, & Hardeberg, 2016). Each type of feature was used to build an individual SVM model. The predicted label would be the label which had the highest probability. Furthermore, there was an attempt to combine these features with the sequential structure of human body movement information from RGB-D (Red, Green, Blue, and Depth) data by Wang, Li, Hou, and Li (2016). The deep-learned feature was extracted by CNN from the depth modality while the hand-crafted features were extracted from the skeleton-motion histogram. In order to classify this sequential data, the combined features were fed into a Hidden Markov Model (HMM) in order to explore the global temporal information prior to the final classification by the SVM. In addition, the feature combination technique was recently applied in person re-identification task (Wu et al., 2016) called Feature Fusion Net. The study demonstrates that the hand-crafted histogram feature is useful and can complement the deep-learned feature. The proposed technique clearly outperformed the other conventional methods.

A widely used and naïve fusion technique is feature concatenation. However, there are a lot of evidence showing that fusing features in a principle way by using Multiple Kernel Learning (MKL) techniques can improve the predictive performance of the model, see a well-documented description of MKL and the reviews on it in Gönen and Alpaydin (2011). Recently, an Elastic MKL was proposed by Pasupa, Hussain, Shawe-Taylor, and Willett (2013) and was applied to a drug screening problem with four different types of descriptors. The proposed method was able to yield a better overall drug-screening performance than conventional methods was, especially for the heterogeneous data set that had a high diversity among the substructures of the molecules in the database.

After undertaking a literature search, we found a recent work related to hairstyle decision making for customers, i.e. Liang and Wang (2016). Their approach to hairstyle recommendation was based on customer ratings on hairstyles and expert’s recommendation based on gender, age, occupation, feature, and skin colour. The system suggests a set of hairstyles that matches the users’ profile and their preferences. However, there is a high possibility that the hairstyles might not be truly suitable to the users. A similar system which is related to fashion is a personalised fashion recommendation system by Kang, Fang, Wang, and McAuley (2017). This system lists a set of recommended items after getting detailed information on the user and the product category. It utilises user’s click as an implicit feedback to the system. The paper concluded that the personalised models—taking into account user’s background—showed a capable performance in user’s satisfaction. The system not only suggests existing items to the user, but also generates new fashion images which may be able to satisfy the user too. They employed Generative Adversarial Network to handle this task. This framework benefits manufacturer in modification of their existing items to match users’ requirements. However, it requires more effort to collect data. Recently, there has been an attempt to build a system to assist consumer to locate online stores—fashion products—on Instagram (Lodkaew, Supsomboon, Pasupa, & Loo, 2018). It performs a product image retrieval task. The system employs a deep learning model to perform product image segmentation. Then, deep-learned features are extracted to characterise the segmented images. The system still has a few limitations, e.g. unable to identify the fabric or material of fashion products. Moreover, there was an attempt to model a facial beauty based on facial geometric representation (Zhang, Zhang, Sun, & Chen, 2017). Other facial appearances, e.g. skin colour, texture, were not considered because it can be changed by facial make-up. The problem was solved by a semi-supervised learning technique because there is a limited number of attractive faces and a huge gap between the number of attractive and non-attractive faces. Moreover, no controlling of unlabelled sample distribution in the training set could result in high variance of the outcomes which will lead to instability of the model (Lu, 2009). To solve the scarcity of labelled data, a sufficient degree of prior knowledge on the data set should be put into consideration.

This paper aims to construct a hairstyle recommendation system that can expand the opportunities in fashion business. As our literature survey has found, there are a number of research gaps that has been addressed as the contributions from this paper. These are as follows.

(i) In beauty industrial perspective, a hairstyle recommender system by Liang and Wang (2016) aims to construct a beauty expert system that is based on user’s preferences (Liang & Wang, 2016). The approach would concern only personal preferences without consideration of the suitability of the recommendation to their actual appearance. The recommended hairstyle might not suit other users as it should be related only to their own looks. Thus, we propose an approach that provides both suitability and reliability as it follows an experts guidelines in using face shape to determine the hairstyle.

(ii) In our recent study (Sunhem & Pasupa, 2016), the geometric feature was introduced for the first time with a new face shape data set and its preliminary results. In this work, we further investigated and analysed these features on a more complete experimental framework.

(iii) According to Liang and Wang (2016) and Kang et al. (2017), none of them illustrated technique that deals with small
sample-sized data set, while (Zhang et al., 2017) proposed an approach to handle label scarcity problem with semi-supervised learning. Due to the small number of samples of the data set, pre-trained models from similar tasks, e.g. face recognition, should be used to extract visual feature. This is because the model can be easily over-fitted if it is trained from scratch due to the small number of training samples. To the best of our knowledge, there has been no attempt on applying transfer learning techniques to face shape classification. Here, VGG-face descriptor for face recognition task—a widely used pre-trained model proposed by the University of Oxford—is applied (Parkhi, Vedaldi, & Zisserman, 2015). As the fine-tuning technique can enhance the performance of the model, we further perform this technique on the VGG-face descriptor with our data set.

(iv) Our recent study reports that the shallow and deep models are statistically comparable methods for small sample-sized data set (Pasupa & Sunhem, 2016). Both methods utilise different types of features including distinct discriminative features obtained from the same raw data. Therefore, fusing both types of features—hand-crafted and deep-learned features—may be beneficial to the classification task. Majtner et al. (2016) employed two models with two different types of feature, hand-crafted and deep-learned features, the predicted label was obtained based on whose confidence score is higher. Wang et al. (2016) demonstrated that deep network cannot handle global translation while hand-crafted feature, Histogram of Oriented Displacement is more robust. They clustered training data based on the hand-crafted features. Then, each cluster was given a label. After that, a deep-learned model was used to encode raw data before feeding to HMM-SVM. They concluded that deep representation was then more invariant. However, this technique is useful only if raw data are encoded with CNN that is trained from scratch according to cluster labels of hand crafted feature. Therefore, this technique is not applicable to a data set with a small sample size. In our work, all of the individual features—the geometric, VGG-face, fine-tuned VGG-face features—are compared with different combinations of these features that are fused by either conventional feature concatenation or MKL techniques. We also demonstrate which features are the most prominent features in the face shape classification task—one of the benefits of MKL. Unlike previous papers in the literature (Majtner et al., 2016; Wang et al., 2016), we directly utilised all features as input to a single algorithm.

According to the above contributions, the model involves many hyper-parameters. In order to obtain the optimal performance from each method, the optimal hyper-parameters can be searched by employing one of the most powerful optimisation techniques called Particle Swarm Optimisation (PSO).

This paper is organised as follows. The overview of the designed system starting from data collection for generating a face shape classification model; methodologies used to accomplish the task, i.e. hand-crafted and deep-learned feature extraction; and the work-flow of the application including decision rules for selecting appropriate hairstyles to a particular face shape is explained in Section 2. Section 3 describes the experimental framework for evaluating models. This includes the hybrid feature approaches—feature vector concatenation and MKL—to enhancing the model’s performances over using individual features explained in Section 2. This section also includes the model parameter tuning process optimised by PSO. Next, the experimental results are discussed and statistically evaluated in Section 4. Lastly, the conclusion and future works are presented in Section 5.

2. Development of a hairstyle recommendation system

2.1. The face shape data set

In order to construct a generalised face shape classifier, a data set is required to enable us to create the model. By undertaking a literature review, we have found many resources that are related to face shape classification task, e.g. Parkhi et al. (2015), Grbic, Delac, and Grbic (2011), Jain and Learned-Miller (2010), Huang, Ramesh, Berg, and Learned-Miller (2007). Unfortunately, none of these are labelled according to the shapes stated in the hairstyle selection guideline mentioned in the introduction—round, oval, oblong, square, and heart shapes. Moreover, subjects should look straight towards the camera; their heads should neither turned nor at an angle to it; and the faces must be clearly visible. Here, we focus only on women’s face shapes. These are the reasons why we decided to start collecting from scratch instead of utilising the existing and available public data set related to our work.

We collected women face images by using Google Image search engine with different relevant search queries according to the expert’s guidelines such as ‘long women face’. After the searches, 1000 relevant face images were collected. However, these images were not tagged. In addition, the queries used in the searches could not be used as suitable labels because these retrieved images were not labelled by experts and might not be relevant to the queries. It should be noted that there were only a limited number of available resources that contained images labelled by experts. One of the reliable hairstyle recommendation articles in the literature offers face images with labels specified by an expert, Mika Fowler, who is a celebrity hairstylist and resident dry cut expert (Fowler, 2015). Unfortunately, there were only ten images. Due to the small number of labelled images, we certainly would not be able to create a good predictive model. Therefore, these 1000 images were required to be manually labelled. In order to do so, one of the feasible solutions was to recruit a number of participants to manually provide shapes that corresponded to the faces in all 1000 images.

Initially, we recruited eight volunteers to label this set of images. For the volunteers to be qualified to complete the task and able to distinguish women face like an expert, they were required to pass a qualification test. They were first requested to study the expert’s guidelines in Derrick (2017) before participating in the test. To leverage the valid set of images available at Fowler (2015), we utilised them as a test for evaluating their performance on the classification task. The test consisted of the images of ten women’s faces with each face shape as shown in Fig. 1. The participants would be given a score if he/she was able to identify a label to a face that was the same label that the expert did. Finally, there were only six qualified participants who was able to achieve a high score of at least 8 out of 10. After the data collection task was completed, some images were identified with a large variety of labels given by all participants. This might be because of the ambiguity of the face shapes. Therefore, this led to a noisy label problem. To avoid constructing a model with this problem, we included only the images that were similarly identified by at least 4 out of the 6 participants in the valid data set, while the others were excluded from the experiments. Finally, the data set contained 500 valid samples with 100 images per face shape. The data collection process is illustrated in Fig. 2. This data set have been used in our recent studies (Sunhem & Pasupa, 2016). It is publicly available for downloading at https://github.com/dsmlr/faceshape.
2.2. Facial feature extraction for face shape classification

According to the previous subsection on the face shape data set, the next step is to train a model by a machine learning algorithm with this data set. In general, most machine learning algorithms require a feature vector as an input to represent the attributes or characteristics of each sample instead of using raw data. As mentioned in the introduction that there are two main types of features namely hand-crafted and deep-learned features, this work tends to combine both types together as they can be complementary to each other. Hence, combining them can improve the performance of the task.

2.2.1. Hand-crafted feature

The face region is required to be identified first in order to determine the face shape. To identify the face region, landmark localisation technique called Active Appearance Model (AAM) (Cootes, Edwards, & Taylor, 2001) in conjunction with colour-based skin segmentation (Mustafa, 2007) is utilised. AMM is a technique to obtain vital points on face images. In addition to AAM, colour-based skin segmentation can define the point indicating the hairline that separates the hair and forehead. Then, these points are used to calculate the geometric features to represent face shape as hand-crafted features.

AAM is a statistical model that was built on top a previous model—Active Shape Model (ASM). The core of this technique is to generate a model that can represent the texture and shape of an interesting object that will undergo a feature extraction procedure. The technique requires a set of images with their predefined landmark positions in order to learn and build a landmark localisation model. The represented landmarks for each sample can be defined as a vector \( s \) containing \( L \) landmark positions formulated by the following equation:

\[
x = [P_x^{(1)}, P_y^{(1)}, \ldots, P_x^{(L)}, P_y^{(L)}]
\]  

Thus, training samples are represented by \( \{x_1, x_2, x_3, \ldots, x_N\} \) for \( N \) number of images. Then, a statistical model of shape variation can be generated based on these samples, see (Cootes, Taylor, Cooper, & Graham, 1995) for more details. Any new images can be aligned by the following equation:

\[
x = \bar{x} + U_s p_s,
\]

where \( \bar{x} \) is the mean shape calculated by \( \frac{1}{N} \sum_{i=1}^{N} x_i \), \( U_s \) is an orthogonal matrix that represents a set of eigenvectors of point distribution calculated by Principal Component Analysis, and \( p_s \) is a weight vector of the model.

In addition, the last landmark point—the top of the forehead—is processed by colour-based skin segmentation that has an ability to partition human skin regions. Hence, we can define the hairline and obtain the point that represents the top of the forehead. This point is required because it is a substantial complement to calculating the height of the face—the distance between the top of the forehead.
forehead and the chin—that is an indispensable factor for identifying the face shape. It should be noted that the AAM adopted in our work was not able to obtain the top position of the forehead directly. Unfortunately, this approach cannot identify face images that come with fringe hair cuts. With this limitation, we can instruct a user to clearly show her forehead in practice. In this experiment, this position is manually defined by human.

AAM and skin segmentation techniques were already implemented by Saragih, Lucey, and Cohn (2009) and Mustafa (2007). Their source codes are also publicly available on the Internet. AAM algorithm selected 60 points in an image of a face that outline the features of the face clearly and one additional point identified by colour-based skin segmentation. Therefore, there are 61 points in total as shown in Fig. 3. Therefore, we can compute the 19 geometric features based on 61 points as a feature vector. These features can be described and formulated as follows:

1. Ratio of the height of a face to the width,

\[ F_1 = \frac{\|p^0 - p^{18}\|}{\|p^l - p^r\|} \]

2. Ratio of the distance between both sides of the jaws to the width of the face,

\[ F_2 = \frac{\|p^5 - p^{13}\|}{\|p^l - p^r\|} \]

3. Ratio of the distance between the chin and the bottom of the mouth to the distance between both sides of the jaws,

\[ F_3 = \frac{\|p^0 - p^{10}\|}{\|p^l - p^{12}\|} \]

4. Angle between the straight line from the boundary of the face at a considered point to the chin point and the horizontal vector,

\[ F_i = \tan^{-1} \left( \frac{\|p^{(i-3)} - p^{0}\|}{\|p^{(i-3)} - p^{2}\|} \right), \quad i = 4, \ldots, 11 \]

\[ F_i = \tan^{-1} \left( \frac{\|p^{(i-3)} - p^{0}\|}{\|p^{(i-2)} - p^{0}\|} \right), \quad i = 12, \ldots, 19 \]

These 19 feature representations are a kind of hand-crafted features that are prominent characteristics. This type of features with prior knowledge spontaneously contributed to the model has an ability to cope with over-fitting problem especially on small data set. However, lack of domain expertise often leads to a poor representation and prediction performance.

### 2.2.2. Deep-learned feature

On the other hand, deep-learned feature-generated by deep learning algorithm—does not require strong expertise in a particular domain to generate. The same structure of deep learning algorithm can be used to generate features for different tasks. Deep-learned feature can be extracted from instances by a model that consists of many computational layers that transform low-level features or raw data to higher-level or more meaningful features. In general, deep model can be utilised to perform as feature extractor as well.

A widely used and powerful deep learning method for image analysis is CNN. To exploit this algorithm as a feature extractor, it is required to start with defining a deep architecture similar to the process of building a deep classifier and training it. Outputs from any layers of CNN can be used as represented features for each instance (Sharif Razavian et al., 2014). However, this procedure is not suitable when the data set contains a small number of samples. The deep model trained with a small-sample-size data set from scratch has a high risk of encountering an over-fitting problem that can lead to poor representation because it is only fit to the training data. Hence, using an existing model that was built to achieve similar task in the past is more practical than training a model from scratch. The pre-trained model could also be used as a generic feature extractor for other kinds of tasks.

In this work, due to a limited number of samples, the VGG-Face CNN descriptor (Parkhi et al., 2015) was exploited. The descriptor was generated by a very deep CNN model—VGG-16 (Simonyan & Zisserman, 2014)—that was previously proposed to accomplish face recognition task. The model contained three fully connected layers as the last three blocks. The output from the second fully connected layer was selected as a 4,096-D representative feature vector\(^3\) (Parkhi et al., 2015). Prior to the feature extraction, face alignment techniques—AAM and skin segmentation—were used for precise detection of face area. In addition, not only the VGG-face descriptor was directly employed, but fine-tuning technique was also incorporated for investigation.

In the fine-tuning process, the last fully connected layer in VGG-16 was removed. Thus, the output of the second fully connected layer was directly connected to a softmax layer to perform five-class classification on the face shape classification task as shown in Fig. 4. After that, the model was re-trained to fine-tune the parameters with stochastic gradient descent to our data set. The fine-tuned framework is explained in more details in Section 3. Using a pre-trained deep architecture to generate feature representation of instances is a fascinating choice for dealing with issues caused by modelling with a small-sample-size data set by deep algorithms. However, it is not every new task on which any available pre-trained models are able to perform, even though they are generic feature extractors. Thus, it is not guaranteed that using a

---

2 AAM is available at https://github.com/kylemcdonald/FaceTracker and Skin Segmentation is available at https://www.mathworks.com/matlabcentral/fileexchange/13716-face---eye-detection.

3 The last fully connected layer in the very deep CNN model was to perform 2622-way classification in their task.
pre-trained model can provide the most suitable features to the task because it has been built for a different purpose. Although employing a fine-tuning strategy is an effective choice but too many re-training iterations might lead to an over-fitting problem of the model similar to training the model from scratch. Therefore, these aforementioned limitations ought to be taken into account prior to using the deep model.

After that, these features including geometric, VGG-face, and fine-tuned VGG-face features would be used and compared. Not only these features were independently formulated, but feature combination approaches would be also applied to enhance the performance such as simple vector concatenation and MKL techniques. SVM was used as a base classifier. Moreover, PSO technique was used to obtain optimal models. More details on the experimental framework are presented in Section 3.

To summarise, the objective of the hand-crafted feature is to illustrate the potential of prior knowledge inspired by the specific domain expertise–face shape identification (Fowler, 2015). The key characteristics of face shape classification are geometric properties, e.g. ratio of distances between points or angles. These features are constructed with a requirement of explicit programming to extract useful patterns from raw data. Thus, this set of features can be represented as a distinctive set of features for any machine learning methods. We believe that the generic properties of the hand-crafted feature are the primary factor for face shape classification because it is carefully designed based on the information from a domain expert. However, it might not be possible to manually obtain all discriminative features for this task. Therefore, deep-learned feature might contain some important features that are not defined in the hand-crafted feature set. A deep-learned feature–VGG-face descriptor–is originally constructed for face recognition task that is not very different to our task. Thus, it has a high chance to contain some discriminative features that can benefit our task and improve the performance as well. Although, it cannot be guaranteed that hand-crafted and deep-learned features will always be complementary to each other, but there are several pieces of evidence on how well they can be used together, e.g. (Wang et al., 2016; Wu et al., 2016), as mentioned in the introduction.

2.3. The hairstyle recommender system design

One of the goals of this study is to generate a face shape classifier because it is a necessary component for a hairstyle recommendation system. A classifier can identify human face shapes that correspond to a set of suitable hairstyles. These suitable hairstyles will be listed for a user. The operation of our hairstyle recommender system consists of three main steps as follows: (i) Getting an image of the user’s from a camera, (ii) Classifying the face into the right shape, and (iii) Hairstyle retrieval based on the face shape and superimposing it on her face.

2.3.1. Getting an image of a user’s face from a camera

The first step is to capture an image of the user’s face for further processing. The system starts with displaying her face on the screen while she is in front of the camera. In order to ensure the user that the system can detect her face correctly, a bounding box is displayed around her face as shown in Fig. 5(a). Any one of powerful face detection techniques can be employed to do this part–Haar cascade based classifier was employed (Lienhart & Maydt, 2002) in this framework. This step is very important as a good input quality is required. Poor face detection can lead to poor face shape classification. We used a face detection technique instead of a localisation technique–AAM–because AAM is too slow to locate facial area in real time monitoring. After the face was detected, the user is required to capture it. It is vital to confirm the quality of localisation by overlaying the landmarks on the captured photo as shown in Fig. 5(b). If the quality was not good, the user shall go back to the previous step and retake a new photo.

2.3.2. Classifying the face into the right shape

Defining women’s face shape is the main purpose of this study. We had to generate a dedicated classifier to undertake this role. In both training and inferencing processes, the classifier required a representation of each instance as a feature vector mentioned in Subsection 2.2. In this work, SVM was used as a base classifier. The proposed framework to define the classifier are explained in the next section. After the model returned the predicted face shape, based on the prediction result, a list of proper hairstyles shall be retrieved according to the expert’s guideline.

2.3.3. Performing appropriate hairstyle retrieval and superimposing it on her face

According to Derick’s and Hong’s proper hairstyle guidelines (Derrick, 2017; Hong, 2013), any hairstyles can be picked off the shelf but they should be considered according to the guidelines whether or not they should be worn. This process can be done after the face shape was already identified by a classifier based on an input face. According to the guidelines, there are four main attributes which are very important to describing hairstyle as follows:

i) Length = {pixie, short, mid-length, long};
ii) Style = {straight, wavy, mix};
iii) Bang = {none, blunt, side-swept};
iv) Layered = {non-slide, slide}.

The above attributes can be easily judged by human without ambiguity and are shown in Fig. 6.
The appropriateness of any hairstyles to the face shape can be judged from these attributes based on the recommendation guidelines as decision rules that can be encoded in Algorithm 1. The algorithm will return whether an input hairstyle is recommended or not recommended or inconclusive with the face shape. Thus, the system can simply create a list of proper and improper hairstyles for each face shape. Moreover, it can simulate how the user looks like while she is wearing the chosen hairstyle recommended by the system as shown in Fig. 5(c). Hence, the user can decide whether to go with the recommendation or not based on her look presented on the screen. In order to do so, each hairstyle is manually annotated with four points as reference points for mapping it to the user’s face. These points are at the forehead, the left ear, the right ear and the chin as shown in Fig. 7. These points corre-

(a) Length: pixie, short, mid, long  (b) Style: straight, wavy, mix  (c) Bang: none, blunt, side swept  (d) Layered: non-slide, slide

Fig. 6. Hairstyle’s attributes.
sponded to the points given by AAM in the face image, which were 18, 1, 17 and 9, respectively, as shown in Fig. 3.

3. Experimental design

In the previous section, the overall concept for constructing a hairstyle recommendation system is examined including the description of face shape data set, two primary types of features that are likely to have the capability to distinguish women's face shape, and the design for a hairstyle recommender system. However, the staple of this study is to generate a face shape classifier. Therefore, constructing a good performance face shape classifier was our focus in the first place. The proposed framework is shown in Fig. 8. The following subsections describe the framework to achieve a good model in this study.

3.1. Data splitting criteria

The data were divided into two sets which were training and test sets. The splitting ratio was 70:30 for training to test sets. Machine learning algorithms usually have a number of hyperparameters to be tuned. In order to achieve an optimal performance from them, a technique called “grid search” is usually applied to obtain the optimal parameters. Hence, grid size and number of parameters directly affect computational cost for obtaining optimal results. In other words, if the grid has a high resolution, more computational time is required. This is applicable to the number of parameter as well. Therefore, one of the most popular optimisation algorithms inspired by nature called “Particle Swarm Optimisation” (PSO) was used to search for an optimal solution. The parameter search procedure was operated only on the training set while the test set was used for validating the model. In order to avoid the over-fitting problem and getting a good generalised model, five-fold cross validation was applied. In order to get plausible results, the data set was divided into training and test sets 10 times with a different random seed each time. This led us to be able to statistically confirm the results.

3.2. Facial feature representations

In this study, there were two types of features that were introduced to differentiate the shape of women's face, i.e. hand-crafted and deep-learned features. In addition to these features, a fine-tuning technique was applied to adjust the deep-learned features for them to be more suitable for the data set. Thus, these choices of features were evaluated on a well-designed framework.

3.2.1. Individual feature representations

i) Geometric feature descriptor consists of hand-designed features constructed from landmark points obtained by AAM and skin segmentation as described in Subsection 2.2.1. One of the prominent attributes of hand-crafted features is its informative representation that can be simply interpreted. It is designed

Fig. 7. Reference points of hairstyle mapping onto the face.

Fig. 8. The overview of the proposed experimental framework.
based on prior human-domain knowledge. Therefore, using this type of feature makes more sense to humans than using automatic feature extraction approaches.

ii) VGG-face feature descriptor is the deep-learned facial feature generated by CNN. To represent each image as a feature vector, all images were resized following the VGG-16’s architecture at 224 × 224 × 3 for width, height and colour-dimensional space, respectively. However, the ratio of the facial dimensions is a vital information that needs to be preserved. Thus, the original image needs to be resized and the aspect ratio of the face needs to be preserved. This can be done by scaling the height of the original image to be 224 pixels while the width was resized to preserve the aspect ratio. After that, to obtain a square image, the image was set at the centre and its left and right sides were filled with black colour pixels as shown in Fig. 9.

Usually, a pre-trained model provides a high-level features resulting from using network-stacked layers. The trained network can be used with any data sets which have some mutual information with the data set that it was trained from. Utilising the pre-trained model as a feature extractor can work well with a small-sample-size data set. In the case that we train a model on a small-sample-size data set without using a pre-trained model, the trained model will suffer from an over-fitting problem.

iii) Fine-tuned VGG-face feature is a deep-learned feature that was carried out through a fine-tuned strategy by further training the model with our face shape data set. It should be noted that the model was retrained with a small number of epochs only on the training set—the test set was blinded—for each random seed. The model could be over-fitted if it was retrained with many iterations. An optimal number of tuning epochs was obtained by performing a grid-search strategy with a range of (2, 4, 8, 16) on the basis of accuracy of five-fold cross-validation on the training set. Many studies have employed a fine-tuning technique to modify their model parameter (Ng, Nguyen, Vonkakis, & Winkler, 2015; Shin et al., 2016; Wang, Li, Gupta, & Yeung, 2015). As a result, the latter model may be very effective for a new task. Again, this may lead to an over-fitting problem if a small-sample-size data set is used. Thus, it cannot be guaranteed that employing a fine-tuned network will be more effective than using the original trained one.

Prior to the model training phase, data were normalised by using z-normalisation to alter all attributes into the same distribution as shown below:

\[ z_i = \frac{x_i - \mu}{\sigma} \]  

(7)

where \( x_i \) is a feature vector of the \( i \)-th sample; \( \mu \) and \( \sigma \) are the mean and standard deviation vectors containing the average and the standard deviation for each attribute. Both of them were calculated from only the samples in the training set.

### 3.2.2. Combining feature representations

As mentioned in Subsection 2.2 that hand-crafted and deep-learned features can be complementary to each other, hence combining them are likely to improve the overall performance. This paper proposes the following hybrid feature-based approach.

**Feature vector concatenation.** Feature vector concatenation is the simplest method for combining two or more features from different sources together and treating them in the same feature space. Learning from more than one source usually gains a higher performance than doing so from an individual source. Features from different sources is given equal importance in this technique. This concatenation technique may not perform well with modern data-high dimensionality and rich structural information (Li, Wu, & Ngom, 2016).

**Multiple Kernel Learning (MKL).** MKL is one of the most powerful feature combination approaches based on kernel technique concept. It aims to combine features from multiple sources into one optimal feature in a principal way. It first computes a kernel matrix for each source and generates a new kernel matrix that combines each kernel matrix with a different weight. This research utilised \( p \)-norm MKL based on Elastic-MKL proposed in Pasupa et al. (2013) that allowed us to tune the level of sparsity required for the choice of kernels.

Let \( S = \{ (\phi(x_1), y_1), \ldots, (\phi(x_m), y_m) \} \) denote a set of samples where \( \phi \) is a mapping function that maps points to a higher dimensional feature space, \( \phi(x) \in \mathbb{R}^n \). \( y_i \in [-1, +1] \). These points are compared by using a dot product. Then, the kernel trick is used in order to avoid working in the high dimensional feature space. Therefore, the dot product can be evaluated using a non-linear function in the input space.

\[ k(x, x') = \langle \phi(x), \phi(x') \rangle \]  

(8)

where \( \langle x, x' \rangle \) is a dot product between two vectors, \( x \) and \( x' \).

Let \( k \) be a number of feature sets from different sources or a number of considered kernels. In MKL approach, a combined kernel is a linear combination of weighted individual kernels. An individual kernel is weighted by \( \lambda_i \). Therefore, a combination of these kernel can be formulated as:

\[ k_{\text{combine}}(x, x') = \sum_{i=1}^{k} \lambda_i k_i(x, x') \]  

(9)

where \( k_i \) is an \( i^{th} \) based kernel.

According to the fundamental principle of SVM optimisation, if \( k \) is a valid kernel function, the SVM classifier can be generated with dual formulation optimization as:

\[
\begin{align*}
\max_{\alpha} & \quad \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \alpha_i \alpha_j y_i y_j k(x_i, x_j) \\
\text{s.t.} & \quad \sum_{i=1}^{m} \alpha_i y_i = 0, \quad 0 < \alpha < C,
\end{align*}
\]  

(10)

where \( C \) is a hyper-parameter that controls a trade-off between misclassification rate and model complexity. However, in MKL, there is an addition parameter \( \lambda_i \) that weights each ith based kernel. Therefore, this parameter shall be considered in the above SVM optimisation problem (Zheng-Peng & Zhang, 2011) resulting in the following optimisation problem:

\[
\begin{align*}
\max_{\alpha, \lambda} & \quad \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \alpha_i \alpha_j y_i y_j \left( \sum_{l=1}^{k} \lambda_l k_l(x_i, x_j) \right) \left( \sum_{l=1}^{k} \lambda_l k_l(x_i, x_j) \right)^p
\end{align*}
\]  

(11)
s.t. $\sum_{i=1}^{m} \alpha_i y_i = 0, \ 0 < \alpha < C. \quad (11)$

where $\alpha$ is a Lagrange multiplier. It is clearly seen that, while the parameter $C$ controls the trade-off between achieving a low error on the training data and minimising the norm of the weights, $p$-norm acts as a hyper-parameter to shape the distribution of a vector which is composed of multiple kernel weights $\lambda$. After the training process has finished, we can obtain $\lambda$ and $\alpha$ as weights of kernels and support vectors, respectively. A decision function for unseen data can be formulated as:

$$f(\tilde{x}) = \text{sign} \left( \sum_{i=1}^{m} \alpha_i y_i \sum_{j=1}^{k} \lambda_j \cdot k_j(x_i, \tilde{x}) + b \right) \quad (12)$$

where $\tilde{x}$ is an unseen instance vector and $b$ is an bias value in SVM. As the SVM is a binary class classification method, to enable it to cope with multi-class classification problem, one-vs-one technique was employed.

To sum up, there are three parameters in MKL that need to be tuned: (i) $p$-norm that controls $\lambda$ for each kernel, (ii) $C$ that controls the trade-off between error rate and norm of the support vectors’ weight, and (iii) a kernel parameter $\gamma$ in RBF function. The following subsection explains on how to optimally select these parameters.

Moreover, there are three types of descriptors available, i.e. geometric, VGG-face and fine-tuned VGG-face descriptors. These primary descriptors can also be combined by two techniques–feature vector concatenation and MKL–into all possible combinations of descriptors. Hence, in addition to the three individual descriptors, there can be three combinations of two-feature representations and one combination of all three-feature representation for each feature combination technique. These were evaluated with SVM.

### 3.3 Data modelling

According to preliminary results reported in our recent work (Sunhem & Pasupa, 2016), SVM in conjunction with RBF kernel is the best contender for face shape classification task that can achieve the highest performance compared to other candidates. It is one of the most powerful machine learning techniques based on instance-based learning concepts. In this work, we focused on evaluating different types of features. Therefore, SVM with RBF kernel were selected as the base classifier.

This paper presents a well-designed experimental framework for evaluating the following types of descriptors:

1. Individual descriptors: Geometric descriptor ($D_C$), VGG-face descriptor ($D_F$), Fine-tuned VGG-face descriptor ($D_{Ft}$).
2. Combined descriptors with vector concatenation technique: $\text{concat}(D_C, D_F)$, $\text{concat}(D_C, D_{Ft})$, $\text{concat}(D_F, D_{Ft})$, and $\text{concat}(D_C, D_F, D_{Ft})$.
3. Combined descriptors with MKL (MKL): $\text{MKL}(D_C, D_F)$, $\text{MKL}(D_C, D_{Ft})$, $\text{MKL}(D_F, D_{Ft})$, and $\text{MKL}(D_C, D_F, D_{Ft})$.

The experiment was conducted 10 times with different random splits into training and test sets. For each random seed, three primary descriptors and eight combined descriptors were considered together and compared with each other. In order to get an optimal performance with SVM, the hyper-parameters were required to be tuned as follows:

1. Individual features: there were only regularisation parameter $C$ and RBF function parameter $\gamma$ that had a range of $[10^{-6}, \ldots, 10^6]$.
2. Combined features by vector concatenation technique: the settings were similar to the ones of the individual feature cases.
3. Combined features by MKL: the settings were similar to those of the first two cases but there was an additional parameter $p$-norm which was in a range of $[0.2]$. It should be noted that $\gamma$ for each RBF kernel can be tuned independently. According to this fact, the number of $\gamma$ is equal to the number of feature sources.

After the searched range of the parameters were defined, the search could be operated by a grid search technique. It can be seen that there were a large number of tuning parameters, hence this could lead to a high computational cost. Therefore, we utilised PSO to search for the parameters in the search space. The PSO's objective function was an average error rate of five-fold cross-validation in the training set. In addition, there were a few PSO parameters that were needed to be taken into consideration: the number of particles was equal to 100 and the maximum number of iterations was set to 50. After the optimal parameters had been obtained, they were used to train the model again with the entire training set. Then the model was evaluated with the test set.

It can be seen that a considerable number of methods were employed to achieve the ultimate research goal, i.e. SVM, MKL, PSO. Nonetheless, every method comes with strengths and weaknesses which are as follows:

1. SVM is one of the most popular machine learning techniques. It is a non-parametric model. Compared to other popular learning techniques in computer vision such as Artificial Neural Network, it has a distinct ability to prevent over-fitting problem. Moreover, it can be defined by a convex optimisation problem. However, it requires high human intervention to determine the optimum parameter settings such as regularisation parameter, choice of kernel and its parameter.

2. MKL is a technique that combines multiple sources of feature. Unlike a baseline–vector concatenation technique, each feature can obtain their suitable kernel independently. It can automatically assign weight to each source. This approach can benefit the resolution of a problem with heterogeneous data set (Pasupa et al., 2013). However, if the data are considerably homogenous, this technique is most likely to be too sophisticated.

3. As there are many parameters that are required to be tuned to get an optimal model, PSO is selected for this task. In general, grid search is usually applied to perform the task, however, the technique is time-consuming especially in the case of a large number of parameters and/or a large parameter-search space. Although, utilising PSO can reduce the complexity of the search task, there is no guarantee that global optimum solution will be achieved.

4. Experimental results and discussion

The fact that the data set was perfectly balanced makes the evaluation in terms of accuracy sufficient to describe how effective each classifier performed. Moreover, statistical analysis was applied in order to obtain the significance level of the results.

4.1. Analysis of individual features

Firstly, we investigated three individual features: $D_C$, $D_V$, and $D_T$ results and reported them with confusion matrices shown in Fig. 10. Confusion matrix illustrates the number of correct and incorrect predictions made by a model against actual classes. It is clearly seen that $D_T$ was the weakest descriptor as it was only able to achieve 59.6% accuracy. This is because this descriptor was extracted from an extractor that was composed by another data set and has never trained with our data set. After performing the fine-tuning strategy, the parameters in the extractor were adjusted based on our data set—resulting in $D_T$, the classification performance was enhanced to 61.9%. However, these two deep-learned descriptors were still worse than the hand-crafted feature which was able to perform with 62.8% accuracy. Hence, it can be inferred that coping with a particular task with a specific well hand-crafted feature extraction is also a practical way to obtain good features from a data set that has a small number of samples. We further performed a statistical analysis on the results with t-test. It is confirmed that $D_C$ was able to perform better than $D_T$ at $p < 0.005$ but it is inconclusive that the best contender, $D_C$, was better than $D_V$ ($p = 0.586$). As can be seen in Fig. 10(a), there are two pairs of face shapes that mainly affected the misclassification rate of the model, namely, round-vs-square and oval-vs-heart—one shape was often mislabelled as the other. The $D_C$ might have not performed well or might not be able to distinguish between these shapes. Fortunately, it was able to classify oblong face shape against the other shapes resulting in 79.0% accuracy for oblong class. Moreover, it was able to absolutely separate oblong shape from round shape with no error and from square shape with a relatively small error. Therefore, we further evaluated the importance of the proposed
features in separating oblong class from round-and-square class as shown in Fig. 11. This was performed by an SVM model with a linear kernel and its optimal parameter. Obviously, $F_1$—the ratio of the height of a face to the width—had the highest magnitude, at least 2.5 times larger than those of the other features. This implies that $F_1$ had the highest power of discriminative feature to classify these shapes. On the other hand, $D_V$ was able to achieve lower misclassification rates in distinguishing between round shape and square shape as well as oval shape and heart shape compared to $D_C$ as shown in 10(b). However, the overall performance was still worse than that achieved by $D_C$ because its ability to correctly predict oblong shape was dramatically reduced from 79.0% with $D_C$ to 56.3% with $D_V$. This is true of the case of correctly predicted square shape as well—from 69.3% with $D_C$ to 61.3% with $D_V$.

According to Fig. 10(c), using $D_V$ gave very much the same kind of results as those from $D_C$. In addition, using $D_F$ gave better results in predicting round, oval, and heart shapes than $D_C$ did. Notwithstanding, we further ran more experiments in order to gain more informative evidence that could verify our assumptions and results. Here, the Counter-propagation Artificial Neural Network (CP-ANN) was employed. It is an extension of Kohonen maps or Self Organising Map (SOM) (Ballabio, Consonni, & Todeschini, 2009) with an ability to cope with supervised learning problems. The algorithm can be used in data visualisation as the substantial spatial variation in SOM can be interpreted clearly. The map represents a mapping from a high dimensional input space into a low dimensional input space which consists of nodes. The distance between nodes quantifies the degree of difference between objects.

Fig. 12 shows a spatial variation in $20 \times 20$ of SOM resulting from all three individual descriptors. The maps were generated by CP-ANN on the training sets in order to interpret the similarity among the shapes. It is clearly seen that oblong shape area (green) has a low degree of connection to the round (blue) and square (yellow) shapes when $D_C$ is considered, as shown in Fig. 12(a). In other words, it is easy to separate oblong face from round and square shapes. Apart from this, it is quite complicated to distinguish between round and square faces as well as oval (red) and heart-shaped (grey) faces because there are a high degree of connections between the couples. In addition, the areas in each shape are split into several small areas and scattered around. This confirms the results in the confusion matrix in Fig. 10(a).

Nonetheless, a SOM map with $D_V$ in Fig. 12(b) illustrates that the areas of a round face shape are formed into two larger areas, while in $D_C$, the areas were split into smaller areas. This means that the ability to indicate a round shape in $D_V$ is better than that in $D_C$. For oblong shape, the areas are split into smaller pieces which for the $D_V$ case, this leads to a drop in the ability to identify it. These findings give a similar picture to that in the confusion matrix given in Fig. 10(b). Finally, using $D_F$ leads to a better looking SOM map than $D_V$ does. The areas are grouped into larger areas. Using deep-learned features alone is worse than using hand-crafted feature in this task because the CNN model employed as the feature extractor was not built from our data set. It comes with the knowledge of face information that is related to our problem, but its domain objective is different—face recognition. Although, transfer learning technique has been successfully applied to many tasks that suffer from small number of training data samples, it might fail unless the source domain is extremely near the target domain (Tan, Zhang, Pan, & Yang, 2017). Thus, when it comes to transferring pre-learned knowledge of face recognition to face shape classification, it cannot be guaranteed that some distinctive features, e.g. geometric properties, are still captured in the source feature. The deep-learned features might lead to a poor performance in the task. However, this does not imply that there is no advantage of the deep-learned feature. The deep-learned features might effectively support the hand-crafted features which will be evaluated in the following sections.

4.2. Analysis of concatenated feature

This subsection analyses four combinations of all individual descriptors with vector concatenation technique. Again, confusion matrices are shown in Fig. 13. The worst combination is $\text{concat}(D_C, D_V)$ which drops the overall performance from using $D_C$ alone to 61.9% accuracy. This might be because features are represented in different feature spaces and are equally treated. $D_C$ contains only 19 geometric features while $D_V$ is in a 4,096-D feature space. Therefore, it is improper to simply merge and consider both fea-
features in the same space. Besides, $D_f$ was not optimally generated for our task, and gave a poor performance on its own. However, other combinations of features that contain the fine-tuned VGG-face descriptors illustrate higher performances at 63.4%, 64.8%, and 64.4% accuracy for $\text{concat}(D_G, D_f)$, $\text{concat}(D_f, D_f)$, and $\text{concat}(D_G, D_V, D_f)$, respectively. It is clear that combining the two best features—$D_G$ and $D_f$—can enhance the accuracy, better than using them alone. However, the $\text{concat}(D_f, D_f)$ gave us the best performance. It was composed of the same feature type—deep-learned feature—generated by the same CNN model. Hence, it is sensible to concatenate both features together as they are represented in the same space. Similar to the analysis of individual features, it is still difficult to classify round-against-square and oval-against-heart in all cases resulting in the confusion matrices shown in Fig. 13. CP-ANN was again exploited to visualise the distribution of the data as shown in Fig. 14. The results are very much the same as using the individual features but with clear regions in SOM for all cases—a slightly better performance than using $D_f$ alone. To support the assumption that hand-crafted and deep-learned features can be complementary to each other in this task, ReliefF algorithm is employed to rank attributes in $\text{concat}(D_G, D_f)$ to see which attributes are important. ReliefF is a feature selection technique that scores each feature based on its relevance to the class (Robnik-Šikonja & Kononenko, 1997). Each attribute will be given a weight. The attributes with higher weight are considered more relevant as represented by bar graphs shown in Fig. 15. Most of the hand-crafted features are ranked in the top list. We focus on a hundred most important attributes. There are nine out of 19 attributes (47.37%) from the hand-crafted features and 91 out of 4096 attributes (2.22%) from the deep-learned features. These indicate that the hand-crafted features are the primary factor for face shape classification while some attributes of the deep-learned features are ranked after the hand-crafted ones. Therefore, the deep-learned features could be supporting factors. Further analysis is conducted by evaluating the prediction ability of SVM in conjunction with RBF kernel function on these attributes that are incre-

![Fig. 13. Confusion matrices of face shape predictions on the test sets--sum of 10 runs with different random splits and performed on four combinations of features by vector concatenation technique.](image-url)
Fig. 14. The Kohonen maps generated by CP-ANN on the training sets with different combinations of features by concatenation technique. They illustrate the spatial variation of each class: (i) round (blue), (ii) oval (red), (iii) oblong (green), (iv) square (yellow), and (v) heart (grey). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 15. Importance weight of the top hundred attributes of $\text{concat}(D_G, D_V)$ given by ReliefF (bar graphs) and effect of training error when the number of attribute are incrementally accumulated according to the ranks (line graph).

mentally accumulated according to the ranks. The hyperparameters were tuned based on the training error. The prediction accuracy is represented by a line graph as shown in Fig. 15. There is a dramatic drop in training error to almost zero when only ten most important attributes are considered. These ten attributes consist of four hand-crafted and six deep-learned features. The results lead to the implication that even though the geometric feature strongly influences the predicted outcome, the deep-learned feature should be still taken into account to get a good performance.

4.3. Analysis of multi-kernel learning approaches

Described in the previous subsection, a kernel trick was applied to the concatenated feature vectors which allowed us to compute the model based on a single kernel function. Since there were three descriptors, different feature characteristics might be suitable with different kernel functions or kernel parameters. Therefore, MKL was applied in order to allow us to combine all features and to use different kernels on different features as well. Moreover, each kernel would be optimally weighted by the algo-
Fig. 16. Confusion matrices of face shape predictions on the test sets—sum of 10 runs with different random splits and performed on four combinations of features by MKL technique.

The primary goal of this study is to improve the performance of face shape classification for a hairstyle recommendation system. We compared all of the performances together in a box plot shown in Fig. 18. The figure shows that the best descriptor is $D_C$ which gave the highest accuracy at 62.8% on average when only a single feature was considered. Moreover, combining $D_C$ and $D_V$ with MKL yielded the best accuracy at 70.3% on average.

One-way analysis of variance (ANOVA) was employed to determine whether there are any statistically significant differences between the means of the two or more candidates and the results are extremely limited in playing their roles. In contrast, without taking $D_F$ into consideration, MKL tended to put more weight on $D_V$ at 64.0% while $D_C$ was at 36.0%. Therefore, both features played an important role in the task and complemented each other in improving the overall performance.

4.4. Comparative analysis

The primary goal of this study is to improve the performance of face shape classification for a hairstyle recommendation system. We compared all of the performances together in a box plot shown in Fig. 18. The figure shows that the best descriptor is $D_C$ which gave the highest accuracy at 62.8% on average when only a single feature was considered. Moreover, combining $D_C$ and $D_V$ with MKL yielded the best accuracy at 70.3% on average.

One-way analysis of variance (ANOVA) was employed to determine whether there are any statistically significant differences between the means of the two or more candidates and the results are extremely limited in playing their roles. In contrast, without taking $D_F$ into consideration, MKL tended to put more weight on $D_V$ at 64.0% while $D_C$ was at 36.0%. Therefore, both features played an important role in the task and complemented each other in improving the overall performance.

4.4. Comparative analysis

The primary goal of this study is to improve the performance of face shape classification for a hairstyle recommendation system. We compared all of the performances together in a box plot shown in Fig. 18. The figure shows that the best descriptor is $D_C$ which gave the highest accuracy at 62.8% on average when only a single feature was considered. Moreover, combining $D_C$ and $D_V$ with MKL yielded the best accuracy at 70.3% on average.

One-way analysis of variance (ANOVA) was employed to determine whether there are any statistically significant differences between the means of the two or more candidates and the results
Fig. 17. Pie charts showing the average weight proportions of each kernel (feature) for different combinations that include (i) $D_{C}$–Green, (ii) $D_{V}$–Blue Sky, and (3) $D_{F}$–Blue. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 18. Box plot comparing the accuracies of all types and all combinations of features. Green diamonds and red lines represent the mean and median values of each candidate, respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
are shown in Table 1. The table shows that only MKL(D_G, D_Y) was better than individual features at \( p < .01 \) and better than other combinations with feature concatenation and MKL techniques at \( p < .009 \).

We further ranked each technique based on their accuracy on ten random splits as shown in Table 2. \( \tilde{R} \) is the average of the ranks assigned to the 11 objects (methods). The smaller the \( \tilde{R} \) is, the better the rank is. Then a non-parametric statistical test called "Kendall Coefficient of Concordance" was performed to evaluate the agreement between the rankings on ten random splits (Siegel & Castellan, 1988). This led to a significant level of the agreement on ranking at \( p < .001 \) for 10° of freedom which gave the following ranking:

\[
\text{MKL}(D_G, D_Y) < \text{concat}(D_Y, D_f) < \text{MKL}(D_G, D_Y) < \text{concat}(D_G, D_Y, D_f) < \text{MKL}(D_G, D_Y) < \text{MKL}(D_Y, D_f) < \text{MKL}(D_Y, D_f) < \text{MKL}(D_Y, D_f) < \text{MKL}(D_Y, D_f)
\]

Furthermore, \( \tilde{R} \) was sorted and plotted as shown in Fig. 19. This figure shows that MKL(D_G, D_Y) was clearly the best—its \( \tilde{R} \) was approximately three times lower than that of the second contender concat(D_Y, D_f). The worst was using D_Y to represent the data.
Moreover, combining features by using either vector concatenation or MKL could enhance the overall performance.

According to the experimental methodology above, using individual features and concatenated features are simple. The model with hand-crafted features yielded better performance than the one with deep-learned features or fine-tuned deep-learned feature with this data set. Although, the deep-learned model was generated from a very large data set for face recognition task with high accuracy, it still performed worse than the hand-crafted features. This implies that face shape classification is far different from face recognition task. The deep-learned features might possess some characteristics that can effectively distinguish a person's identity but it is not efficient in face shape classification task. The results also imply that prior knowledge is important when there is a small number of samples. Concatenation of features enhanced overall performance, especially when two deep-learned features were concatenated. However, the improvements were not much when some concatenations contained hand-crafted feature. This might be because both deep-learned features had the same structure and number of dimensions while the dimensions of the hand-crafted features were clearly much smaller. On the other hand, combining features with MKL was consistently better than concatenation, especially in the case of combining hand-crafted with deep-learned features. It can yield up to 70.3% accuracy. This shows that the hand-crafted and deep-learned features could work well together. Combining fine-tuned deep-learned feature with the others did not perform well as expected in MKL because MKL tends to put a large weight on the fine-tuned deep-learned feature that is already fit to the data. Thus, a small weight was given to the hand-crafted feature.

5. Conclusion

This paper presents an implementation of a hairstyle recommendation system based on face shape classification approach. Once a face shape is identified, the system will recommend a set of hairstyles based on guidelines from an expert. The classification model used in this system is based on SVM-RBF. We propose an approach to improve the performance of the classifier from that of using only individual features. Three different descriptors were employed, namely, $D_C$, $D_V$, and $D_P$. These descriptors were combined by feature concatenation and MKL techniques. The performances of all candidates were compared and confirmed by statistical analysis techniques. $D_C$ was the best individual features. Utilising a fine-tuning technique can improve the performance of the pre-trained model. Moreover, performing feature concatenation on VGG face descriptor and its fine tuning model yielded the best accuracy among all combinations by feature concatenation. However, the statistical analysis shows that they are competitive to the usage of individual features. On the other hand, using MKL to combine $D_C$ and $D_V$ together was able to achieve the best results statistically confirmed. This shows that hand-designed and deep-learned features can be complementary to each other.

Here are the recommended future research directions to follow this work: (i) In the geometric feature extraction procedure, the current approach utilises the colour-based face segmentation to identify the top point of forehead. This did not work when the user wore fringe as it covered her forehead. It would be better if there is a model that can predict the top point of the forehead with more stability. (ii) In case that more data can be collected, conducting end-to-end feature learning by using hand-crafted feature as a regularisation tool—according to the idea of Wu et al. (2016)–is a reasonable direction to improve the performance. A pre-trained weight of VGG-face descriptor might be used. Then fine-tuned technique with regularised feature learning technique with hand-crafted feature can be applied. (iii) In terms of feature improvement, investigating several pre-trained models as well as trying different layers in the pre-trained model are keys to explore more appropriate deep-learned features for face shape classification. There is a research that proposes a systematic framework to select an appropriate layer of pre-trained deep CNN-based face recognition for face attribute prediction (Zhong, Sullivan, & Li, 2016). The intermediate layers of the model might keep more physical facial characteristics than the last two layers do. (iv) Although our approach has been proposed and proved from many scientific points of view, it is more interesting to suggest a hairstyle for a face directly without classifying face shape and experts rules. The inference model can be driven from the photos on how models or actresses are wearing their hair. (v) Kang et al. (2017) built a generative model that constructs a new fashion item that can satisfy a customer. This idea can be extended to hairstyle recommendation system too. Creating a new hairstyle that is suitable and satisfy a user would be beneficial to the beauty industrial.
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