ANOMALY DETECTION IN POLICY AUTHORIZATION ACTIVITY LOGS
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Abstract: Security in corporations is a crucial issue. As number of users in these corporation increases, the chance for having intruder also increases. It is important to develop effective methods to deal with such threat. Luckily, users leave electric footprint behind, as log files. Analyzing these log files results in examining users’ activity and detecting an intruder. Recent works have proposed methods for detecting intruders inside corporations. However, these methods are complex for today’s corporation. In this work, we proposed a lightweight and effective method to detect an intruder inside corporations using log files. The dataset in this work was provided from NextLabs, one of high-profile companies in information security. The experiment using random forest algorithm shows that this method detects intruders with 97.18% accuracy.
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1. INTRODUCTION

Information is the crown jewels of every business but integrity, availability and confidentiality of these information are predominant concerns of Companies and organizations. Information and Communications Technologies have moved forward in leaps and bounds in the last couple of years. This has created new opportunities for Corporations to running and expand their business across the globe. Whereas this event has resulted in increasing accessibility to the Internet and reduced costs for corporations, it has also resulted in vulnerability of organization to both insiders and outsiders threats [1]. Therefore, data protection and keep network secure becomes vitally important. As defined by International ISO/IEC 17799:2000, Confidentiality means ensuring that information is accessible only to those authorized to have access. Therefore, unauthorized access can be grouped in two classes:

- External penetrator: an agent from outside the organization who are not authorized to have access.
- Internal Penetrator: an agent that belong to the organization but surpasses his or her legitimate access rights [2].

In the CSI Computer Crime & Security Survey 2010, 13% and 11% of attacks were Unauthorized access or privilege escalation by insider and System penetration by outsider, respectively [3]. Therefore it is crucial for companies to realize threats which influence their assets and the areas which each threat could affect [4].

Analyzing log files is one form of defense mechanism against these kind of attacks [5]. Activity log or log file is a collection of event records which is occurring within a company’s systems and networks. Logs are consisted of log entries; each entry contains information related to an event including the use of specific system resources, system status changes, and general performance issues. The significant role of log files can be recognized by wide usage of logs in different area including anomaly detection [6, 7], troubleshooting errors and debugging [8-10], performance issues [11], system behavior understanding [12], workload modeling [13], etc.

The typical content for a log file are:

- Timestamp: The occurrence time associated with the event
- Source: System that generated the log file represented in IP address or hostname format
Anomaly detection refers to the problem of finding patterns in data that do not conform to expected behavior. These nonconforming patterns are often referred to as anomalies or outliers. Therefore, anomaly detection provides very important and crucial information from a computer security perspective. It can detect malicious activity such as unauthorized use, penetrations, and other forms of computer abuse [16]. When data needs to be analyzed in order to find pattern or to predict known or unknown, data mining techniques are applied. These could be categorized to clustering, classification and machine based learning techniques. In addition, hybrid methods are also being used to get higher level of accuracy on detecting anomalies [17]. Depending on whether the data labels are provided for learning, these techniques can be divided as supervised, semi-supervised or unsupervised. It should be known that obtaining accurate labeled data that representative of all types of behaviors, is very expensive. This task is time consuming and done manually by human expert [18]. Moreover, due to privacy and ethical concerns companies are not interested to share their dataset especially the data that may contain insider threats [19]. As a result, acquire and research with real-world data is challenging. Gheyas et al. mentioned data source which was used for insider threat by researcher can be categorized as below [20]:

- Real-world system log data [21]
- Real data injected with synthetic anomalies [22]
- Game-theoretic approach (GTA) [23]
- Social media data simulated data drawn from stochastic models [24]

Data: No standard format, it could represent source and destination IP address, source and destination ports, user names, program names, resource objects like file, directory, byte transferred in or out.

Log files come from many different sources for instance Unix and windows System, Switches, Firewalls, Routers, Wireless Access Points, Virtual Private Network (VPN) Server, AntiVirus (AV) Systems and Printers [14]. A medium to large company tends to generate and collect sheer size of activity logs which typically contains hundreds and thousands of lines. Therefore, analyze and classify such huge sets of data manually, for anomaly detection or reporting purposes, is tedious and nearly impossible [15]. Therefore, there is a need for automated analysis tools that detect peculiar and malicious behavior that is unlikely to be spotted by a human. Chandola et al. state that “Anomaly detection refers to the problem of finding patterns in data that do not conform to expected behavior. These nonconforming patterns are often referred to as anomalies or outliers.”

In academic literature, mostly behavior-based modeling has been presented to detect insider threat. This model can be grouped to system behaviors and user behaviors. The system behaviors are generated by hosts and networks and relate to the host activities and network status. In contrast, the user behaviors can be defined as direct interaction between the user and the system such as typing patterns. It should be known that there is relation between these two types and can affect each other [25].

2. Related Work

Anomaly detection has been an important research problem in security analysis, therefore development of methods that can detect malicious insider behavior with high accuracy and low false alarm is vital [26]. In this problem layout, McGough et al. [27] designed a system to identify anomalous behavior of user by comparing of individual user’s activities against their own routine profile, as well as against the organization’s rule. They applied two independent approaches of machine learning and Statistical Analyzer on data. Then results from these two parts combined together to form consensus which then mapped to a risk score. Their system showed high accuracy, low false positive and minimum effect on the existing computing and network resources in terms of memory and CPU usage.

Bhattacharjee et al. proposed a graph-based method that can investigate user behavior from two perspectives: (a) anomaly with reference to the normal activities of individual user which has been observed in a prolonged period of time and (b) finding the relationship between user and his colleagues with similar roles/profiles. They utilized CMU-CERT dataset in unsupervised manner. In their model, Boykov Kolmogorov algorithm was used and the result compared with different algorithms including Single Model One-Class SVM, Individual Profile Analysis, k-User Clustering and Maximum Clique (MC). Their proposed model evaluated by evaluation metrics Area-Under-Curve (AUC) that showed impressive improvement compare to other algorithms [28]. Log data are considered as high-dimensional data which contain irrelevant and redundant features. Feature selection methods can be applied to reduce dimensionality, decrease training time and enhance learning performance [29].
In [30] Legg et al offered an automated system that construct tree structured profiles based on individual user activity and combined role activity. This method helped them to attain consistent features which provide description of the user’s behavior. They reduced high dimensionality of this feature set by using principal component analysis (PCA) and compute anomaly scores based on Mahalanobis distance anomaly metrics. Their system was tested on synthetic dataset which ten malicious data injected. Their system performed well for identifying these attacks.

In a similar line, Agrafiotis et al [31] applied same model as offered by Legg et al but they used real-world data set from multinational organization. Moreover, their approach abided the ethical and privacy concerns. Their result showed high accuracy and low false alarm. Although finding a sequence is a common choice for modeling activities and events through time but catching anomalous sequence in a dataset is not an easy task. One of the algorithm that has ability to recognize temporal pattern and widely has been used is Hidden Markov Models (HMM).

Rashid et al [32] proposed a model based on HMM to identify insider threat in CERT dataset. They tried to model user’s normal behavior as a week-long sequence. Their modeled showed accurate result with low false alarm. Although author mentioned using shorter time frame for instance a day long sequences could build a more accurate model of employee’s daily behavior. Moreover, their system was trained based on first 5 weeks so not able to detect insider threats amongst short-term users such as contractors whose are a real threat.

3. EXPERIMENTAL DETAILS

The experiment conducted in this paper aims at detecting anomalies in users’ log files. The dataset was acquired from NextLabs Corporation, which includes 1,000 records of logs. It is a collection of log data (time, date, id), user data (email, host id, host IP), resource data (file name, file id), policy name, and policy decision. The records are labelled as normal or anomaly. This dataset is used as training and testing data in machine learning algorithm.

This work uses random forest algorithm to train, test, and generate a model for anomaly detection in log files. Random forest is an ensemble learning algorithm. The basic premise of the algorithm is that building a small decision-tree with few features is a computationally cheap process. If we can build many small, weak decision trees in parallel, we can then combine the trees to form a single, strong learner by averaging or taking the majority vote. In practice, random forests are often found to be the most accurate learning algorithms to date.

The random forest algorithm uses the bagging technique for building an ensemble of decision trees. Bagging is known to reduce the variance of the algorithm. However, the natural question to ask is why does the ensemble work better when we choose features from random subsets rather than learn the tree using the traditional algorithm? Recall, that ensembles are more effective when the individual models that comprise them are uncorrelated. In traditional bagging with decision trees, the constituent decision trees may end up to be very correlated because the same features will tend to be used repeatedly to split the bootstrap samples. By restricting each split-test to a small, random sample of features, we can decrease the correlation between trees in the ensemble. Furthermore, by restricting the features that we consider at each node, we can learn each tree much faster, and therefore, can learn more decision trees in a given amount of time. Thus, not only can we build many more trees using the randomized tree learning algorithm, but these trees will also be less correlated. For these reasons, random forests tend to have excellent performance.

4. RESULTS AND DISCUSSION

This section presents results of the experiment. The data were divided into 70% training and 30% test data. The training data are used to train the algorithm. Then, the learned model is tested using test data. The test data is fed to the model as new data to measure how the algorithm is trained. The results are measured in terms of accuracy, which is number of correctly classified data over all of data. Table 1 shows results of the experiment.

<table>
<thead>
<tr>
<th>Table 1. Experiment Result</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy</strong></td>
</tr>
<tr>
<td>97.18%</td>
</tr>
</tbody>
</table>

The random forest algorithm achieved 97.18% accuracy, and 2.82% of error. The error is wrongly classified data as normal or anomaly. Among various features in the dataset, policy decision is more important than others. It shows whether a user is allowed access to a resource. As illustrated in Figure 1, the random forest recognizes such importance.
Figure 1. Variable Importance in Random Forest

This figure shows importance of features using two methods. In both methods (mean decrease accuracy and mean decrease gini), policy decision has higher rank compare to other features.

It is also possible to see progress of the algorithm as it trains. Figure 2 shows progress of random forest in terms of number of trees and associated error.

Figure 2. Random Forest Progress Graph

Figure 2 shows that the algorithm starts with high rate of error and gradually the error decreases as it learns the data. Eventually, it reaches to almost zero error rate.

CONCLUSION

Security in large companies has become a crucial issue. This work proposed a lightweight and effective method to detect inside intruders for corporations. We used random forest algorithm for detection purpose. The dataset was provided from NextLabs Corporation. The result shows that the algorithm achieved 97.18% of accuracy.
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