Blind image quality assessment for Gaussian blur images using exact Zernike moments and gradient magnitude
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Abstract

Features that exhibit human perception on the effect of blurring on digital images are useful in constructing a blur image quality metric. In this paper, we show some of the exact Zernike moments (EZMs) that closely model the human quality scores for images of varying degrees of blurriness can be used to measure these distortions. A theoretical framework is developed to identify these EZMs. Together with the selected EZMs, the gradient magnitude (GM), which measures the contrast information, is used as a weight in the formulation of the proposed blur metric. The design of the proposed metric consists of two stages. In the first stage, the EZM differences and the GM dissimilarities between the edge points of the test image and the same re-blurred image are extracted. Next, the mean of the weighted EZM features are then pooled to produce a quality score using support vector machine regressor (SVR). We compare the performance of the proposed blur metric with other state-of-the-art full-reference (FR) and no-reference (NR) blur metrics on three benchmark databases. The results using Pearson's correlation coefficient (CC) and Spearman's ranked-order correlation coefficient (SROCC) for the LIVE image database are 0.9659 and 0.9625 respectively. Similarly, high correlations with the subjective scores are achieved for the other two databases as well.

© 2016 The Franklin Institute. Published by Elsevier Ltd. All rights reserved.
1. Introduction

With the increasing popularity of digital cameras and the internet in the 21st century, digital images play an important role in human life. They are stored in the computer, posted online in such websites as Facebook, Flickr and Instagram, displayed on digital frames or burnt into digital media such as the digital versatile disc (DVD) and the compact disc (CD). However, digital photos taken from cameras maybe have various distortion types. One of them is blur, which includes the motion blur (due to camera movement or camera shake, object movement and slow shutter speed), and the out-of-focused blur (incorrect camera auto-focusing or focusing at the wrong subject of interest). Efficient image quality assessment algorithms, therefore, are essential for the selection of the digital images for final production in photo-books, posters and magazines to ensure that they are above the minimum quality level.

Image quality assessment (IQA), at least to some extent, is still based on human observers’ opinions. Human beings are the ultimate receivers in most image processing environments, so they are the final image quality assessors. Based on the characteristics of the human visual system (HVS), subjective metrics, such as Mean Opinion Scores (MOS) and Difference Mean Opinion Scores (DMOS) have been developed to measure perceptual quality. However, it is not desirable to incorporate human assessment into a real-time system because it is time-consuming for human to evaluate each and every image, and it is costly to hire man power to do so. Thus, various methods have been proposed to evaluate the image quality objectively to be in line with the subjective human evaluation. IQA can be divided into three categories: full-reference (FR), reduced-reference (RR) and no-reference (NR) [43,23]. Without a comparison target, typically it is more difficult to develop a NR image quality metric (IQM). Thus, many researchers have been attracted to meet the challenges involved in developing better NR IQM approaches and features [24,7,26].

One issue that has challenged researchers in image processing field is the relevance of extracting features for image analysis. One of the widely used features is moments. Since the introduction of geometric moments by Hu in 1962 [17], various moments have been proposed. Some of the widely used moments are Legendre moments [38], Zernike moments [38], Tchebichef moments [28] and Krawtchouk moments [50]. Except for geometric moments, they are orthogonal and good signal descriptors. Thus, they have been used in a wide array of applications, including object classification [10], biometric [1], biomedical imaging [18,22], content-based retrieval [31,48,30], edge detection [16], focus measure [49] and recently, image quality assessment [46,40].

One particular moment that interests us is Zernike moments (ZMs). One of their inherent properties is that they are rotation invariant and robust to noise [39]. However, the computation of ZMs introduces numerical errors. Exact Zernike moments (EZMs), which retain all the advantages of ZMs, was introduced to eliminate the numerical errors [45,21].

An important characteristic in choosing NR IQA features to estimate the degree of blurriness is that they should closely exhibit human visual system (HVS) perception of image blur distortion. For the same degree of blurriness on any direction of the edges, the chosen features should ideally remain the same. Since EZMs are rotationally invariant, they can be considered to be used as edge descriptors. In this paper, we derive a set of EZMs that closely exhibit human quality score for images of various degrees of blurriness. Inspired by these advantages, a no-reference blur metric is formulated using the proposed EZMs and gradient magnitude (GM) which acts as a weight to encode the contrast information. A total of six EZMs are used in this study. The mean product of the EZMs differences and GM dissimilarities of the test image and the re-blurred
version of the test image are fed to a trained support vector machine (SVM) regressor (SVR) to assign a quality score.

There are three contributions in this paper:

- We propose a no-reference blur metric using this set of EZMs together with gradient magnitude for blur image quality assessment.
- We derive a mathematical relation between the low order EZMs of the Gaussian point spread function (PSF) and the standard deviation of the Gaussian distribution.
- We use this relation and show the proposed set of EZMs for Gaussian blur image closely model the human evaluation score for digital images from LIVE image database [35] with various blur degrees.

This paper is organized as follows. An overview of existing NR IQM for blur images is given in Section 2. Section 3 provides the basic theory of EZMs and its formulation from exact geometric moment. The theoretical framework to identify the set of EZMs that closely model the HVS perception on blur images is presented in Section 4. Next, the formulation of the proposed NR blur metric based on the identified EZMs and GM is developed. In Section 5, the performance of the proposed blur metric with other state-of-the-art metrics using three databases is demonstrated. Section 6 concludes the study.

2. Overview of existing blind image quality assessment for blur images

This section presents an overview of the existing no-reference blur quantification algorithms. Blurring can be described as attenuation of high frequency information of the image and out-of-focus blur is usually modeled by the convolution of the image with a Gaussian kernel. The severity of the blurring is denoted by the standard deviation of the Gaussian distribution. The existing NR IQMs focus on the high frequency and wavelet contents, information regarding the edges and statistical approaches. We briefly describe some of the available NR IQMs in the following paragraphs.

Firestone et al. [15] proposed a frequency threshold metric that sum all the frequency component magnitudes above a threshold $\Omega$. The metric is higher when the image is sharper. However, the problem with this metric is that it becomes more susceptible to noise when the threshold is increased. Shaked and Tastl [34] introduce a metric based on the high-pass to band-pass frequency ratio of extracted local features. The image is sharper if the ratio is higher since it has more high-frequency content.

In [24], the image is divided into $8 \times 8$ blocks. The blurriness of the image is determined by the histogram of the discrete cosine transform (DCT) coefficients. The metric is lower for sharper image. Caviedes et al. [4] compute the kurtosis of the $8 \times 8$ DCT blocks to measure their peakedness. The kurtosis measurement is for each of the $8 \times 8$ block. A global measure of the blur of the image is computed by taking the mean value of the kurtosis of all the blocks. Cosine transform coefficients based descriptors are used in BLIINDS-II [33] as well.

Ferzli and Karam [12] applied a dyadic wavelet transform at different scales to the image, to measure the sharpness of the perceptual blur metric based on the absolute values of the horizontal and vertical bands. The metric, is lower if the image is sharper. The Haar wavelet transform (HWT) is applied in [41] to quantify edge sharpness. Edge maps are constructed after performing the HWT. Thresholding is used to determine whether the image is blur. The blur extent of the image is computed from the blur confident coefficient. Again, the metric is lower for sharper
image. Shen et al. [37] proposed a hybrid no-reference (HNR) model based on curvelet, wavelet and DCT. The authors in [27] extracted local descriptors in wavelet domain for DIIVINE.

Edges provide vital information for human to subjectively quantify the sharpness of the image. Most of the NR IQM in this approach begin with edge detection. Marziliano et al. [25] measured the edge width by computing the start position and end position of the located edge through edge detection. The perceptual blur metric is computed by averaging the edge widths of the local blur values over all the found edges. Crete et al. [9] proposed a no-reference perceptual blur metric based on the discrimination between different levels of blur perceptible on the same image. In [13], Ferzli and Karam detect $64 \times 64$ blocks classified as edge blocks. Based on the estimated local contrast and edge width, block distortion is computed. The perceptual-based sharpness metric based on probability summation is computed by taking the inverse of the pooling of the block distortions. They also proposed a blur metric based on cumulative probability of blur detection [29]. They detected edges, and then estimated the probability of detecting blur at the edges. The cumulative probability of blur detection was then used to construct the blur metric.

Statistical approaches have been widely used in NR IQM as well. A blur metric based on the variance of the whole image was proposed in [11]. As the blurriness increases, the variance of the image decreases. Batten [3] proposed an auto-correlation metric based on the difference between auto-correlation values at vertical and horizontal directions. The auto-correlation values increase if the image is blur, and the sum of the difference metric decreases. Histogram has been used in [15] and [7]. Histogram entropy-based metric, proposed by Chern et al. [7], measures the information content of the image. The entropy is high if the probability of occurrence of each gray level is low. Sharper images contain more gray scale levels. The histogram will be wider, and thus the metric is higher. Histogram entropy-based metric, proposed by Chern et al. [7], measures the information content of the image. The entropy is high if the probability of occurrence of each gray level is low. Sharper images contain more gray scale levels, thus, a lower probability and higher entropy. Zhang et al. [52] showed that the spectral density function can be considered as a 2-D probability density function of a bi-variate random vector. According to them, a blur image has lower kurtosis, and thus lower metric, and vice versa. Li et al. [20] measured the kurtosis difference between the image and the re-blurred version of that image. Edge detection is performed to get edge points. $5 \times 5$ block is centered at each edge point. They define sub-blocks as ‘blocks enclosing an edge pixel’ (BEEP). The sub-block having the largest variance is chosen to characterize the BEEP. The normalized sum of kurtosis of the selected sub-blocks is used to construct the blur index. Mittal et al. [26] modeled the normalized image pixel value using generalized Gaussian distributions (GGD), and model the product of the neighboring pixels by asymmetric generalized Gaussian distribution (AGGD) in BRISQUE. The BRISQUE score is then applied in image restoration application. Xue et al. [47] utilized the joint statistics of gradient magnitude (GM) map and Laplacian of Gaussian (LOG) responses in their BIQA model.

3. Preliminaries

3.1. Zernike Moments (ZMs)

Two dimensional ZM of order $p$ and repetition $q$ of an image intensity function $f(r, \theta)$ is defined as [21]:

$$Z_{p,q} = \frac{p + 1}{\pi} \int_0^1 \int_0^{2\pi} V_{p,q}^*(r)f(r, \theta)r \, dr \, d\theta$$  (1)
where \( \ast \) denotes a complex conjugate, \( p \) is a non-negative integer, \( q \) is an integer such that \( p \equiv q \pmod{2} \), and \( |q| \leq p \). The \( p \)-th order polynomial with repetition \( q \) is defined as

\[
V_{p,q}(r) = R_{p,q}(r)e^{iq\theta} = e^{iq\theta} \sum_{k=0}^{p} B_{p,q,k} r^k
\]

where \( r = \sqrt{x^2 + y^2} \), \( r \in [-1, 1] \) is the length of the vector from the image pixel \((x,y)\) to the origin, \( \theta = \arctan(y/x) \) is the angle between vector \( r \) and the principal \( x \)-axis and \( \hat{j} = \sqrt{-1} \). The polynomial coefficient \( B_{p,q,k} \) is generated as

\[
B_{p,q,k} = \frac{(-1)^{\frac{s-k}{2}} (\frac{p+k}{2})!}{(\frac{p-k}{2})! (\frac{k+q}{2})! (\frac{k-q}{2})!}
\]

For a two discrete image intensity function \( f(x,y) \) of size \( N \times N \), ZM of Eq. (1) is approximated as

\[
Z_{p,q} = \frac{p+1}{\pi} \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} V_{p,q}^\ast(x,y)f(x,y)x_i^s + y_j^s \leq 1
\]

(4)

ZMs can be expressed in term of geometric moments by the following relationship:

\[
Z_{p,q} = \frac{p+1}{\pi} \sum_{k=0}^{p} \sum_{m=0}^{\frac{s}{2}} \sum_{n=0}^{\frac{s}{2}} (-j)^n \left( \begin{array}{c}s \\ m \end{array} \right) \left( \begin{array}{c}s \\ n \end{array} \right) B_{p,q,k} M_{k-2m-n,2m+n}
\]

(5)

where \( s = \frac{k-q}{2} \), \( \hat{j} = \sqrt{-1} \) and \( M_{p,q} \) is the discretized geometric moment given by

\[
M_{p,q} = \sum_{x=0}^{N-1} \sum_{y=0}^{N-1} x^p y^q f(x,y)
\]

(6)

3.2. Exact Zernike moments (EZMs)

The original form of \( M_{p,q} \) is in continuous domain, and hence the approximation of double integrals by double summations over a fixed sampling interval in Eq. (6) introduces numerical errors. As the number of sampling points increases, the numerical errors also increase. In order to avoid the generation of these errors, exact geometric moments is computed by rewriting Eq. (6) as

\[
EGM_{p,q} = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} h_{p,i} h_{q,j} f(i,j)
\]

(7)

where \( h_{p,i} \) and \( h_{q,j} \) can be expressed by using the normal mathematical integration rule [45]:

\[
h_{p,i} = \int_{x_i - \Delta x_i/2}^{x_i + \Delta x_i/2} x^p dx = \left[ \frac{x^{p+1}}{p+1} \right]_{x_i - \Delta x_i/2}^{x_i + \Delta x_i/2}
\]

\[
h_{q,j} = \int_{y_j - \Delta y_j/2}^{y_j + \Delta y_j/2} y^q dy = \left[ \frac{y^{q+1}}{q+1} \right]_{y_j - \Delta y_j/2}^{y_j + \Delta y_j/2}
\]
EZMs can be computed by substituting Eq. (7) into Eq. (5):

\[
EZM_{p,q} = \frac{p+1}{\pi} \sum_{p-k = \text{even}}^{p} \sum_{m = 0}^{q} \sum_{n = 0}^{q} (-1)^{n} \times \left( \begin{array}{c} q \\ n \end{array} \right) B_{p,q,k} EGM_k^{-2m-n,2m+n}
\]

where \( B_{p,q,k} \) is calculated using Coefficient Method in [8].

3.3. Zernike moments of the blurred image

Let \( g(x,y) \) be a blurred version of the original image \( f(x,y) \). Under the condition that imaging system being linear shift-invariant, the blurring can be described by the convolution

\[
g(x,y) = (f \ast h)(x,y)
\]

where \( h(x,y) \) is the PSF of the imaging system, and \( \ast \) denotes the linear convolution. In this paper, the PSF, \( h(x,y) \) is referred to the Gaussian kernel, given by

\[
h(x,y) = \frac{1}{2\pi\sigma^2} \cdot e^{-\frac{x^2+y^2}{2\sigma^2}}
\]

where the \( \sigma \) is the standard deviation of the Gaussian distribution. Assume that the imaging system is energy-preserving and the Gaussian kernel is a circularly symmetric function, which lead to

\[
h(x,y) = h(r,\theta) = h(r)
\]

\[
\iint h(x,y) \, dx \, dy = 1
\]

In polar domain, the Gaussian PSF \( h(r) \) can be expressed as

\[
h(r) = \frac{1}{2\pi\sigma^2} \cdot e^{-\frac{r^2}{2\sigma^2}}
\]

The relationship between ZMs for the original image \( Z_{p,q}^{(f)} \), the blur image \( Z_{p,q}^{(g)} \) and the PSF \( Z_{p,q}^{(h)} \) as given in [6] is

\[
Z_{p,q}^{(g)} = \sum_{i=0}^{l} Z_{q+2i,q}^{(f)} \sum_{j=0}^{l-i} Z_{2j,0}^{(h)} \sum_{k=i+j}^{l} \sum_{n=i}^{k-j} \left( \begin{array}{c} q+k \\ n \end{array} \right) \left( \begin{array}{c} k \\ n \end{array} \right) c_{i,k} d_{n,k} d_{l-n,j}
\]

where \( c \) and \( d \) are given by

\[
c_{i,k} = (-1)^{i-k} \frac{q + 2l + 1}{\pi} \frac{(q + l + k)!}{k!(l-k)!(q + k)!}
\]

\[
d_{i,j} = \frac{i!(q+i)!(q+j+1)!}{(i-j)!(q+i+j+1)!}
\]
The relationship for the EZM can be obtained by replacing the ZM in Eq. (15) with EZM:

\[
EZM_{p,q}^{(e)} = \sum_{i=0}^{l} \sum_{j=0}^{l-i} \sum_{k=0}^{l-j} \sum_{n=0}^{l-j} \left( \frac{q+k}{q+n} \right) c_{ik}^{q} \frac{d_{n,j}^{q}}{d_{k-n,j}^{q}}
\]

where \( c \) and \( d \) are given in Eq. (16).

4. Formulation of the proposed blur metric using exact Zernike moments

In this section a no-reference blur metric that considers the difference between the edge points of the test image and the re-blurred version of the same image is proposed. This is because the degree of blurring affects the edges. A set of EZM that closely models the HVS perception of blur images is derived. Then, the proposed blur metric which consists of two stages is developed. In the first stage, the weighted EZMs local scores are obtained by combining the EZMs differences and the GM dissimilarities of the edge points between the test image and the re-blurred version of the test image. In the second stage, the means of the weighted EZMs local scores for all the edge points are computed and fed into the SVR to produce a single quality score.

4.1. Selection of EZMs features for Gaussian blur

Both ZMs and EZMs are rotationally invariant. This characteristic is of great advantage to evaluate the edge in the image because their magnitudes are not affected by the edge direction. However, EZMs is chosen in this study because it solves the existence of the numerical errors arising from the computation of ZMs [45]. This improved performance makes it a better NR blur metric than using ZMs, which is shown in the next section.

By substituting Eq. (11) into Eq. (1), EZMs for a Gaussian blur kernel, \( h \), \( EZM_{h}^{(e)} \) can be expressed as

\[
EZM_{p,q}^{(h)} = \int_{0}^{2\pi} \int_{0}^{\frac{1}{2\pi\sigma^2}} e^{-\frac{r^2}{2\sigma^2}} R_{p,q}(r)e^{-jq\theta} r \, dr \, d\theta
\]

Now consider a Gaussian blur kernel \( h \), the zero-th order EZMs computed from Eq. (9) becomes

\[
EZM_{0,0}^{(h)} = \frac{1}{\pi} \sum_{x} \sum_{y} h(x,y)
\]

Due to imaging system that is energy-preserving system, \( EZM_{0,0}^{(h)} = 1/\pi \). Irrespective of the changes in \( \sigma \), \( EZM_{0,0}^{(h)} \) remains a constant.

By setting \( p=2 \) and \( q=0 \), \( EZM_{2,0}^{(h)} \) can be expressed in term of the standard deviation of the Gaussian distribution, \( \sigma \), as given by

\[
EZM_{2,0}^{(h)} = -1 + 4\sigma^2 - e^{-\frac{1}{2\pi}} (1 + 4\sigma^2)
\]

A plot of how the value of \( EZM_{2,0}^{(h)} \) changes as the degree of blurriness increases is shown in Fig. 1(a). From the figure, it can be seen that as the standard deviation of the Gaussian distribution for the blurring kernel increases, the absolute value of the \( EZM_{2,0}^{(h)} \) decreases
monotonically. This is in accordance with the correlation between the human subjective score with the degree of blurriness, \( \sigma \) for the LIVE image database \[35\], as shown in Fig. 1(b). The LIVE image database consists of twenty nine reference images, and for the Gaussian blur images, five different levels of distortion were applied. Twenty four observers evaluated the quality of the images and the ratings were reported in DMOS. Note that the DMOS score has been normalized such that higher score corresponds to sharper image, whereas lower score corresponds to blurrier image.

Since \( EZM^{(h)}_{0,0} \) is a constant, and \( EZM^{(h)}_{2,0} \) emulates human perception towards images with various degree of Gaussian blur, by setting constraint of \( l - i \leq 1 \) in Eq. (17), we derive a set of \( EZM^{(g)} \) which is only related to \( EZM^{(h)}_{0,0} \) and \( EZM^{(h)}_{2,0} \):

\[
EZM^{(g)}_{2,0} = \left( 3EZM^{(f)}_{0,0} + EZM^{(f)}_{2,0} \right) + \pi EZM^{(f)}_{0,0} EZM^{(h)}_{2,0}
\]

\[
EZM^{(g)}_{3,1} = \left( 6EZM^{(f)}_{1,1} + EZM^{(f)}_{3,1} \right) + \pi 2EZM^{(f)}_{1,1} EZM^{(h)}_{2,0}
\]

\[
EZM^{(g)}_{4,2} = \left( 10EZM^{(f)}_{2,2} + EZM^{(f)}_{4,2} \right) + \pi \frac{10}{3} EZM^{(f)}_{2,2} EZM^{(h)}_{2,0}
\]

\[
EZM^{(g)}_{5,3} = \left( 15EZM^{(f)}_{3,3} + EZM^{(f)}_{5,3} \right) + \pi 5EZM^{(f)}_{3,3} EZM^{(h)}_{2,0}
\]

Fig. 1. (a) The absolute value of \( EZM^{(h)}_{2,0} \) monotonically decreases as the standard deviation of the Gaussian distribution for the Gaussian blur kernel increases, (b) correlation between human subjective scores and the standard deviation of the Gaussian distribution for Gaussian blur images Man Fishing and Dancers from LIVE image database.
Extending the observed relationship of $\text{EZM}^{(h)}_{2,0}$ to $\text{EZM}^{(g)}_{p,p-2}$, we show in Fig. 2 the results of how these $\text{EZM}^{(g)}$ for a $5 \times 5$ edge block centered at an edge point vary with the changes in the standard deviation. As the standard deviation of the Gaussian kernel increases (the degree of blurriness increases), the absolute values of these $\text{EZM}^{(g)}_{p,p-2}$ decrease monotonically. This is in accordance with the correlation between the human subjective score with the $s$ for the LIVE image database.

The general equation that monotonically relates $\text{EZM}^{(g)}$ with order $p$ and repetition $p-2$ to the degree of blurriness is given by:

$$
\text{EZM}^{(h)}_{p,q} = \int_0^{2\pi} \int_0^1 \frac{1}{2\pi\sigma^2} e^{-\frac{r^2}{2\sigma^2}} R_{p,q}(r)e^{-j\theta} r \, dr \, d\theta
$$

It can be seen that the values of $\text{EZM}^{(g)}_{p,p-2}$ are only affected by $\text{EZM}^{(h)}_{2,0}$ since $\text{EZM}^{(f)}_{p-2,p-2}$ and $\text{EZM}^{(f)}_{p,p-2}$ remain constant as they are calculated based on the original image. $\text{EZM}^{(h)}_{2,0}$ plays a pivotal role in the trend $\text{EZM}^{(g)}_{p,p-2}$ takes as the standard deviation of the Gaussian blur kernel varies. It is significant for the trend to display a monotonic line that follows the expected subject scores for Gaussian blur images, as shown in Fig. 1(b). For the rest of the paper, let $F_i$ denotes $\text{EZM}_{i+1,i-1}$, $i = 1, 2, \ldots, 6$. 

![Fig. 2. Six selected EZMs features of 5 × 5 edge block centered at an edge point and how their magnitudes change with different degrees of Gaussian blur.](image)
4.2. Proposed blur metric

The proposed EZM based blur metric computation consists of two stages: (1) in the first stage, the local blur score is computed from EZMs (denoted by $F_i$, $i = 1, 2, \ldots, 6$) and the GM (which is denoted by $G$), (2) the local blur scores are pooled into a single blur index to quantify the image quality. Superscript $t$ denotes the features calculated for the test image while superscript $r$ denotes the features calculated for the re-blurred version of the test image.

Fig. 3 shows the flowchart of the proposed blur metric. The edge detection algorithm is applied to the test image by convolving the test image with edge operator kernel. Based on the edge strengths, actual edge points are obtained by adaptive thresholding. After the edge map of the test image is constructed, each edge point is used as the center of a $3 \times 3$ block. $F'$ and $G'$ are calculated for every block centered at the edge point. The test image is re-blurred using a Gaussian blur kernel. $F'$ and $G'$ are computed on the re-blurred version of the test image based on the edge points extracted from the test image. This is because the differences are measured at the same location after re-blurring process has been applied to the test image.

For every edge point, the absolute difference of the EZMs, $S_{F_i}$ for $i = 1, 2, \ldots, 6$, and the dissimilarity of the GM, $S_{G}$ are computed as follow:

$$S_{F_i}(k) = |F_i(k) - F'_i(k)| \tag{23}$$

$$S_{G}(k) = 1 - \frac{2G'(k) \cdot G''(k)}{(G'(k))^2 + (G''(k))^2} \tag{24}$$

where $k = 1, 2, \ldots, K$, $K$ is the number of edge point of the test image. An example of how the $F'_1$, $F'_1$ and $S_{F_i}$ using EZM$_{2,0}$ vary as the standard deviation of the Gaussian blur increases is shown.
Only the magnitude is shown because EZMs consists of real and imaginary parts. The local scores, \( S_{Li} \), for \( i = 1, 2, \ldots, 6 \) are then computed using

\[
S_{Li}(k) = \left[ S_G(k) \right]^\alpha \cdot \left[ S_{Fi}(k) \right]^\beta
\]

(25)

where \( \alpha \) and \( \beta \) are parameters used to adjust the relative importance of EZM and GM features. For simplicity, we set \( \alpha = \beta = 1 \) in this paper. Thus, \( S_{Li}(k) = S_G(k) \cdot S_{Fi}(k) \). In other word, the local score is calculated from EZMs weighted by GM. The overall score of the test image is computed by taking the mean values of the local scores.

\[
S_i = \frac{\sum_{k=1}^{K} S_{Li}(k)}{K}
\]

(26)

The \( S_1 - S_6 \) values for the Gaussian blur images from LIVE image database with respect to the DMOS score are shown in Fig. 5. Table 1 shows the three different level of Gaussian blur degradations of image Parrots from the LIVE image database [35] and their DMOS and \( S_1 - S_6 \) values. From the table, it can be seen that the values \( S_1 - S_6 \) decrease as the \( \sigma \) and DMOS increase.
Fig. 5. $S_1$–$S_6$ values for the Gaussian blur images from LIVE image database with respect to the DMOS score.

Table 1
Example of *Parrots* image from LIVE image database with different level of Gaussian blur degradation and their $S_1$–$S_6$.

<table>
<thead>
<tr>
<th>$S_1$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
<th>$S_5$</th>
<th>$S_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>583.32</td>
<td>2448.75</td>
<td>390.32</td>
<td>637.46</td>
<td>156.04</td>
<td>302.09</td>
</tr>
<tr>
<td>$\sigma = 0.7916$</td>
<td>DMOS = 23.7478</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$S_1$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
<th>$S_5$</th>
<th>$S_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>187.39</td>
<td>653.53</td>
<td>60.22</td>
<td>113.86</td>
<td>30.07</td>
<td>142.62</td>
</tr>
<tr>
<td>$\sigma = 2.1667$</td>
<td>DMOS = 52.1681</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$S_1$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
<th>$S_5$</th>
<th>$S_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>66.83</td>
<td>123.06</td>
<td>15.90</td>
<td>27.51</td>
<td>16.07</td>
<td>32.23</td>
</tr>
<tr>
<td>$\sigma = 4.0000$</td>
<td>DMOS = 69.2956</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Since images are naturally multiscale and blurring affects image structure across scales, we extract the EZM features at two scales – original image scale and at a reduced resolution (downsampled by 2). Thus, a total of 12 features – \( S_1 - S_{12} \) are used for the quality assessment.

### 4.3. BIQA prediction model learning

The proposed EZMs based blur metric (EZMBM) score is obtained by mapping the feature space consisted of twelve features \( S_1 - S_{12} \) to the quality score by using support vector machine (SVM) regressor (SVR). \( \epsilon \)-SVR is employed in this paper for the mapping. For a set of given training data \( (x_1, y_1), (x_2, y_2), \ldots, (x_k, y_k) \), where \( x_i, i = 1, 2, \ldots, k \) is the feature vector and \( y_j \) is the DMOS score, we aim to find a function to predict the score from the input feature vector:

\[
f(x) = \langle w, x \rangle + b,
\]

where \( \langle \cdot, \cdot \rangle \) denotes the inner product, \( w \) is the weight vector and \( b \) is the bias parameter. By introducing the slack variables \( \xi_i \) and \( \xi^*_i \), \( w \) and \( b \) can be computed by solving the following optimization problem:

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \| w \|^2 + C \sum_{i=1}^{k} (\xi_i + \xi^*_i) \\
\text{subject to} & \quad \langle w, x_i \rangle - (y_i - b) \leq \epsilon + \xi_i \\
& \quad (y_i - b) - \langle w, x_i \rangle \leq \epsilon + \xi^*_i \\
& \quad \xi_i, \xi^*_i \geq 0
\end{align*}
\]

where \( C \) is a constant parameter to control the amount of influence of the error and \( \frac{1}{2} \| w \|^2 \) term controls the complexity of the regression function. The minimizer of Eq. (27) is given by:

\[
w = \sum_{i=1}^{k} t_i x_i,
\]

where \( t_i \) is the combination coefficient. We first map the input feature vector into a high dimensional feature space \( \Phi(x) \), and then learn the regression function:

\[
f(x) = \sum_{i=1}^{k} t_i \langle \Phi(x_i), \Phi(x) \rangle + b
\]

(28)

The inner product \( \langle \Phi(x_i), \Phi(x) \rangle \) can be written as a kernel function \( K(x_i, x) \), and Eq. (28) becomes

\[
f(x) = \sum_{i=1}^{k} t_i K(x_i, x) + b
\]

(29)

In this paper, LIBSVM package [5] is utilized to implement the \( \epsilon \)-SVR with a radial basis function (RBF) \( K(x_i, x) = \exp\left(-\gamma(|x_i - x|)^2\right) \) is used as the kernel function, where \( \gamma \) is the precision parameter.

### 5. Performance evaluation

In this section, first, the databases and methods used for the comparisons are described. Next, the implementation details are given, followed by a study on the effect of using different sizes of window for the EZM calculation. The proposed blur metric is then compared with other existing
FR and NR blur metrics using LIVE, TID2008 and CSIQ image databases. An experiment on the database dependency is performed to check the robustness of the proposed blur metric.

5.1. Databases and methods for comparison

We use Gaussian blur images from the LIVE [35], TID2008 [32] and CSIQ [19] image databases to test the performance of the EZMBM and other existing blur metrics used in the study. DMOS are provided by LIVE and CSIQ databases, whereas MOS is provided by TID2008 database. The LIVE database consists of 145 Gaussian blur distorted images, generated from 29 reference color images by applying 5 different levels of distortion. The CSIQ and TID2008 databases consist of 30 and 25 color reference images, respectively. 5 levels of Gaussian blur distortion are applied to the CSIQ reference images whereas 4 levels of Gaussian blur distortion are applied to the TID2008 reference images. A summary of these three databases is shown in Table 2.

Pearson's correlation coefficient (CC) and Spearman's rank ordered correlation coefficient (SROCC) between the predicted score and DMOS are employed to evaluate the performance of the NR blur metrics. CC indicates the prediction accuracy after the linear/non-linear regression, whereas SROCC predicts the monotonicity. SROCC only operates on the rank of the data points, and thus not affected by linear/non-linear regression. The logistic fitting function used for the non-linear regression is given by [36]

\[ f(x) = \beta_1 \left( \frac{1}{2} - \frac{1}{1 + e^{\beta_2(x-\beta_3)}} \right) + \beta_4 x + \beta_5 \] (30)

where \( \beta_i, i = 1, 2, \ldots, 5 \), are the model parameters, \( f(x) \) is the predicted DMOS and \( x \) is the metric to be fitted in. A value closes to 1 for CC and SROCC indicates good performance for the NR blur metric.

5.2. Implementation details

Since the range of DMOS/MOS for LIVE database, CSIQ database and TID2008 are different, we rescale the DMOS of CSIQ and the MOS of TID2008 databases to the range of the DMOS for LIVE database. Since the DMOS for LIVE is \([0, 100]\) (where 0 is the best quality and 100 is the worst quality), and the proposed EZMBM has the range of \([0, 1]\) (0 is the worst quality and 1 is the best quality), we can easily relate them by \( EZMBM = (100 - DMOS) / 100 \).

In order to calculate the features for a test image for the proposed blur metric, the test image needs to be reburred with a \( \sigma \) of the Gaussian filter. We set \( \sigma \) to 1.0 as it is used just to create a relative blurred image. The window of this reburring filter is set to \( 5 \times 5 \). To investigate the size of the EZM local window, we set the window size to \( 3 \times 3, 5 \times 5, 7 \times 7 \) and \( 9 \times 9 \), and compute

Table 2

<table>
<thead>
<tr>
<th>Database</th>
<th>Source images</th>
<th>Distorted images</th>
<th>Image type</th>
<th>Observers</th>
</tr>
</thead>
<tbody>
<tr>
<td>LIVE [35]</td>
<td>29</td>
<td>145</td>
<td>Color</td>
<td>161</td>
</tr>
<tr>
<td>CSIQ [19]</td>
<td>30</td>
<td>150</td>
<td>Color</td>
<td>35</td>
</tr>
<tr>
<td>TID2008 [32]</td>
<td>25</td>
<td>100</td>
<td>Color</td>
<td>838</td>
</tr>
</tbody>
</table>
the CC values on the *LIVE* image database. The results are shown in Table 3. We can see that the EZM local window size of $3 \times 3$ leads to higher CC. As the window size increases, the CC values decrease. In all the following experiments, we set the EZM local window size to be $3 \times 3$.

When using the LIBSVM package's SVR [5] to learn the regression model, we conduct a cross validation experiment to choose the values of $(C, \gamma)$. We divide each of the database into two randomly chosen subset, where 80% is for training and the remaining 20% is for testing. This is to ensure no overlap between the training and testing sets occurs. The model learned from the training set is applied and examined on the testing set. This random training-testing procedure is repeated 1000 times and the median results of the performance across these 1000 iteration is reported in order to eliminate performance bias. The $(C, \gamma)$ values delivering the median results are chosen as the model parameters. The optimal $(C, \gamma)$ were found to be $(128, 0.25), (4, 32)$ and $(1024, 1)$ on the LIVE, TID2008 and CSIQ databases, respectively.

### 5.3. Comparison performance with existing blur metrics using *LIVE*, TID2008 and CSIQ databases

The proposed EZMBM is compared with some of the state-of-the-art NR algorithms (JNB metric [13], CPBD [29], Li et al. [20], BLIINDS-II [33], DIIVINE [27], BRISQUE [26] and Xue et al. M3 [47]) and another one is the earlier, but well-received, GPVM [9], and also the blur metric but using ZM known as ZMBM. The proposed algorithm is written in MATLAB and all the performance evaluations are run in MATLAB. Implementations of all these metrics are available at [14,2]. In addition to that, we also tabulate the performance of five FR metrics: peak-signal-to-noise ratio (PSNR), structural similarity index (SSIM) [42], multi-scale structural similarity index (MS-SSIM) [44] and low-level feature similarity index (FSIM and FSIMc) [51]. Although PSNR is a poor measure of perceptual quality, it is still often used as benchmark for IQA. FSIM operates on luminance values only while FSIMc includes color information in its quality index.

Table 4 lists the CC and SROCC results of the EZMBM and other existing FR/NR blur metrics on the LIVE database for Gaussian blur images. Note that the reported results for EZMBM are the median values across 1000 random train-test procedure. From the experimental results in the table, it can be seen that the proposed EZMBM outperforms other existing NR blur metrics for SROCC for the LIVE database. It also shows the superiority of EZM as features as compared to using ZM for the blur metric. As for the highest value of the CC among the NR blur metrics, it shows that EZMBM correlate much more consistently with the subjective evaluation that other existing NR blur metrics. For the comparison with existing FR blur metrics, only the FSIM and its variant, FSIMc, fare better than EZMBM.

<table>
<thead>
<tr>
<th>Window size</th>
<th>CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$3 \times 3$</td>
<td>0.9625</td>
</tr>
<tr>
<td>$5 \times 5$</td>
<td>0.9591</td>
</tr>
<tr>
<td>$7 \times 7$</td>
<td>0.9524</td>
</tr>
<tr>
<td>$9 \times 9$</td>
<td>0.9522</td>
</tr>
</tbody>
</table>

Table 3
Performance of EZMBM on LIVE image database Gaussian blur images for different window sizes.
The performance comparison of the EZMBM with existing NR blur metrics on TID2008 and CSIQ databases are listed in Table 5. It can be seen that the EZMBM has the highest correlation with the human subjective scores for the TID2008 database and the performance for the CSIQ database is competitive as compared to the other NR blur metrics.

### 5.4. Database dependency test

In the experiments in Section 5.3, the BIQA model is learned from and tested on the same database. In order to show the robustness of the proposed EZMBM, it is necessary to test the performance of the BIQA model learned from one database and tested on another database. We adopted a process presented in [26] to test the performance of the proposed method. First, we train the EZMBM on LIVE database, and test it on the TID2008 and CSIQ databases. Then, we train it on the TID2008 database, and test it on LIVE and CSIQ databases. Lastly, we train it on...
CSIQ database, and test it on the LIVE and TID2008 databases. This training-testing procedure is applied to the other 3 existing NR blur metrics for comparison. The results are tabulated in Table 6. The EZMBM performance is comparable to the NR existing blur metrics.

6. Conclusion

In this paper, we present a novel NR blur metric using exact Zernike moment and gradient magnitude for digital images. We derive and show the proposed set of EZMs closely model the human evaluation score for digital images with various blur degrees. The rotation invariance property of exact Zernike moments gives an advantage that the features will not be affected by the direction of the edges. We use six of these EZMs, together with GM as weight to encode contrast information for the proposed EZMBM. The EZMBM is compared with seven NR blur metrics and also the ZMBM that used ZM as features. Experimental results show that the proposed blur metric performs better than other existing NR blur metrics, achieving Pearson correlation coefficient (CC) and Spearman's ranked-order correlation coefficient (SROCC) of 0.9659 and 0.9625 respectively for the LIVE image database. This shows that the proposed EZMBM correlates well with human evaluation on digital images with various blur degrees.
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